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Mobile communications are now evolving towards the fifth generation (5G). In the near future, we expect an explosive increase in the number of connected devices, such as phones, tablets, sensors, connected vehicles and so on. Much higher data rates than in today’s 4G systems are required. In the 5G visions, better coverage in remote regions is also included, aiming for bringing the current “4 billion unconnected” population into the online world. There is also a great interest in “green communications”, for less energy consumption in the ICT (information and communication technology) industry.

Massive MIMO is a potential technology to fulfill the requirements and visions. By equipping a base station with a large number, say tens to hundreds, of antennas, many terminals can be served in the same time-frequency resource without severe inter-user interference. Through “aggressive” spatial multiplexing, higher data rates can be achieved without increasing the required spectrum. Processing efforts can be made at the base station side, allowing terminals to have simple and cheap hardware. By exploiting the many spatial degrees of freedom, linear precoding/detection schemes can be used to achieve near-optimal performance. The large number of antennas also brings the advantage of large array gain, resulting in an increase in received signal strength. Better coverage is thus achieved. On the other hand, transmit power from base stations and terminals can be scaled down to pursue energy efficiency.

In the last five years, a lot of theoretical studies have been done, showing the extraordinary advantages of massive MIMO. However, the investigations are mainly based on theoretical channels with independent and identically distributed (i.i.d.) Gaussian coefficients, and sometimes assuming unlimited number of antennas. When bringing this new technology from theory to practice, it is important to understand massive MIMO behavior in real propagation channels using practical antenna arrays. Not much has been known about real massive MIMO channels, and whether the claims about massive MIMO still hold there, until the studies in this thesis were done.

The thesis study connects the “ideal” world of theory to the “non-ideal”
Channel measurements for massive MIMO in the 2.6 GHz band were performed, in different propagation environments and using different types of antenna arrays. Based on obtained real-life channel data, the studies include:

- channel characterization to identify important massive MIMO properties,
- evaluation of propagation conditions in real channels and corresponding massive MIMO performance,
- channel modeling for massive MIMO to capture the identified channel properties, and
- reduction of massive MIMO hardware complexity through antenna selection.

The investigations in the thesis conclude that massive MIMO works efficiently in real propagation environments. The theoretical advantages, as observed in i.i.d. Rayleigh channels, can also be harvested in real channels. Important propagation effects are identified for massive MIMO scenarios, including channel variations over large arrays, multipath-component (MPC) lifetime, and 3D propagation. These propagation properties are modeled and included into the COST 2100 MIMO channel model as an extension for massive MIMO. The study on antenna selection shows that characteristics in real channels allow for significant reductions of massive MIMO complexity without significant performance loss.

As one of the world’s first research work on massive MIMO behavior in real propagation channels, the studies in this thesis promote massive MIMO as a practical technology for future communication systems.
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Part I

Overview of Research Field
Chapter 1

Introduction

This chapter briefly reviews the technology of multiple-input multiple-output (MIMO) wireless communication, and then discusses the rationale behind that MIMO evolves towards massive MIMO. Massive MIMO is the research topic of this thesis, and its structure is outlined at the end of this chapter.

1.1 MIMO Review

As a physical-layer performance booster for wireless communications, the technology of MIMO has been incorporated into wireless broadband standards, such as IEEE 802.11n, IEEE 802.11ac, HSPA+, WiMAX and Long-Term Evolution (LTE) [1]. Among these, the current LTE standard allows for up to eight antennas on base stations and on terminals [2]. Figure 1.1 shows examples of a cellular base station and a WiFi access point, both equipped with multiple antennas. Compared to single-antenna systems, the performance gain brought by the use of multiple antennas is due to the spatial degrees of freedom (DoF) that expand the dimensions available for signal processing. As wireless spectrum has become a precious resource, MIMO technology exploiting the spatial domain offers the opportunity of improving system performance without increasing the required spectrum.

Let us briefly review MIMO systems. Generally, MIMO systems are divided into two categories: single-user MIMO (SU-MIMO) and multi-user MIMO (MU-MIMO). Figure 1.2 illustrates the two categories. In SU-MIMO, the transmitter and receiver are equipped with multiple antennas. Performance gain in terms of coverage, link reliability and data rate can be achieved through techniques such as beamforming, diversity-oriented space-time coding, and spatial
Overview of Research Field

Figure 1.1: Examples of MIMO technology used in our everyday life. (a) A cellular base station tower with multiple antennas. (b) A Linksys wireless router with multiple antennas (source: www.linksys.com).

Figure 1.2: Single-user MIMO and multi-user MIMO.

multiplexing of several data streams. These techniques cannot be fully used at the same time, thus we typically find a tradeoff between them. For example, adaptive switching between spatial diversity and multiplexing schemes is adopted in LTE [3].

The situation with MU-MIMO [4] is radically different. The wireless channel is now spatially shared by different users, and the users transmit and receive without joint encoding and detection among them. By exploiting differences in spatial signatures at the base station antenna array induced by spatially-dispersed users, the base station communicates simultaneously to the users. As a result, performance gains in terms of sum-rates of all users can be impressive. A major challenge is, however, the interference among the co-channel users. Signal processing in MU-MIMO often aims at suppressing inter-user interference, so spatial channel knowledge becomes more crucial compared to SU-MIMO.

In general, by exploiting the spatial domain of wireless channels, MIMO
has the following key advantages compared to single-antenna systems:

- better coverage, through beamforming that results in higher received signal power,
- improved link reliability, through diversity schemes that combat fading effects in propagation channels and eventually reduce communication error probabilities,
- higher capacity, through spatial multiplexing that transmits and receives several data streams in the same time-frequency resource,
- decreased delay dispersion, due to channel shortening effect in beamforming, and
- improved estimation of directional information, due to the ability of antenna arrays to resolve the spatial domain.

1.2 MIMO Goes Massive

In both SU-MIMO and MU-MIMO, theoretically, the more antennas the transmitter and/or receiver are equipped with, the larger the scale on which the spatial domain can be exploited. This leads to better performance in terms of the above-mentioned MIMO advantages. When MIMO technology with up to eight antennas has become mature, we may ask: Has the potential of MIMO been fully exploited?

Dr. Thomas L. Marzetta from Bell Labs published a paper in 2010 – “Non-cooperative Cellular Wireless with Unlimited Numbers of Base Station Antennas” [5], on what can be seen as an attempt to make full use of MIMO. Let the number of base station antennas grow without limit in MU-MIMO scenarios, the first important phenomenon is that the effects of additive receive noise and small-scale fading disappear, as does intra-cellular interference among users. The only remaining impediment is inter-cellular interference from transmissions that are associated with the same pilot sequence used in channel estimation. The paper concludes that the throughput per cell and the number of terminals per cell are independent of the cell size, the spectral efficiency is independent of the system bandwidth, and required transmit energy per bit vanishes. Although these very impressive results are subject to the system model and propagation assumptions used in the paper, Dr. Marzetta pointed out an important direction in which cellular systems may evolve.

Scaling up MIMO provides many more degrees of freedom in the spatial domain than any of today’s systems. This rescues us from the situation that
wireless spectrum has become congested and expensive, especially in frequency bands below 6 GHz. In contrast to conventional MU-MIMO with up to eight antennas, we call MIMO with a large number of antennas “massive MIMO”, “very-large MIMO” or “large-scale MIMO”. As a simple illustration, Figure 1.3 shows possible deployments of massive MIMO antenna arrays. Antennas can be co-located in a linear, planar or cylindrical structure, or can be placed in a distributed manner.

In massive MIMO operation, we consider an MU-MIMO scenario, where a base station equipped with a large number of antennas serves many terminals in the same time-frequency resource. Processing efforts can be mostly made at the base station side, and terminals have simple and cheap hardware. Until now, many theoretical and experimental studies have been done in the massive MIMO context, e.g., [7–18] and the included papers I-VI in this thesis. These studies have shown that massive MIMO can greatly improve spectral efficiency while decreasing radiated output power by at least an order of magnitude. In addition, real-time massive MIMO testbeds are being implemented and demonstrations reported [19–22]. Among these contributions, the research work in this thesis has a focus on real massive MIMO channels.

During the five years of the thesis work, massive MIMO has become one of
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Figure 1.4: Growth in the number of connected devices. Around 25 billion connected devices are expected by 2020, of which 15 billion will be phones, tablets, laptops and PCs [26].

the most promising directions towards future 5G (the fifth generation) systems and beyond [23–25]. In the near future, we expect an explosive increase in connected devices, including phones, tablets, wearable devices, sensors, internet of things (IoT), connected vehicles and so on. Figure 1.4 shows the growing trend and a prediction of the number of connected devices from 2014 to 2020. Much higher data rates than today’s 4G systems are required due to, e.g., high-quality video streaming and cloud computing [26]. As shown in Figure 1.5, by 2020 the amount of mobile data traffic due to video streaming is predicted to be 13 times more than that in 2014. Massive MIMO has the potential to meet these future requirements. In frequency bands below 6 GHz, massive MIMO is a candidate for smooth evolution from LTE to pre-5G or so called 4.5G. In high frequency bands, e.g., in millimeter-wave transmission, using many antennas is a potential solution to overcome high propagation losses [27]. Thanks to the large array gain, massive MIMO is also considered a technique to improve wireless network coverage. It can be potentially used for remote regions, e.g., in the Internet.org project [28] initiated by Facebook (www.facebook.com), aiming to provide the unconnected world affordable access to the Internet. From another point of view, radiated power from both base stations and terminals can be scaled down, making massive MIMO a candidate also for “green communications” [29]. At the writing of this thesis, 5G standardization has started. We will see in the near future, whether or not massive MIMO will be adopted for 5G radio access network (RAN) standards.
Figure 1.5: Growth in mobile data traffic. In 2014, video accounted for around 45% of mobile data traffic. By 2020, it is expected that 60% of all mobile data traffic will be from video [26].
1.3 Structure of the Thesis

The studies in this thesis are based on channel measurements for massive MIMO in real propagation environments. With the measurement capability of Lund University, several massive MIMO measurement campaigns were conducted. The obtained real-life channel data are used for performance evaluation, channel characterization and modeling. The thesis summarizes and concludes this research work. Part I contains an overview of the research field and puts the included papers in Part II into context. Some ongoing work and unpublished results are also included to complete the story of massive MIMO in real channels.

The structure of the thesis is as follows. Chapter 2 reviews the massive MIMO concept, including the advantages and challenges. In Chapter 3, massive MIMO channel measurements are described. With the obtained channel data, Chapter 4 reviews data processing methods used in this thesis work. After proper data processing, important channel properties in massive MIMO are observed, and Chapter 5 gives a summary of these properties. Based on measured channels, evaluations of massive MIMO performance are reviewed in Chapter 6. Then, in Chapter 7, channel modeling for massive MIMO characteristics is discussed, and different approaches are reviewed. Chapter 8 introduces antenna selection as a potential method to simply massive MIMO hardware. Finally, Chapter 9 summarizes the contributions of the thesis work, draws conclusions, and discusses future work.
Chapter 2

The Massive MIMO Concept

To understand what massive MIMO is, as a new technology for wireless access, let us first overview the massive MIMO concept. This chapter describes the system model used throughout the thesis work, the theoretical advantages brought by scaling up MIMO, and the challenges we encounter in practice. The investigations in this thesis work are then introduced.

2.1 System Description

Generally, a system can be called “massive MIMO” if a large number of antennas are deployed at one or both ends of the communication link. The number of antennas and communication schemes vary in different systems and applications. It is thus difficult to agree on a specific definition of “massive MIMO”.

In this thesis, we consider massive MIMO an MU-MIMO technology in cellular systems, where a base station is equipped with tens to hundreds of antennas, and communicates with many users simultaneously through spatial multiplexing. Figure 2.1 illustrates the MU-MIMO system model in both downlink and uplink transmissions, for a single cell. MIMO with a large number of antennas, however, should not be limited to multi-user scenarios. It can also be used in single-user scenarios, e.g., backhaul links between base stations in millimeter-wave communications [30].

As this thesis work is, to my best knowledge, one of the first studies of massive MIMO based on channel measurements in real-life environments, we start with relatively simple scenarios and make the following operation assumptions.
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Figure 2.1: An MU-MIMO system model, in the (a) downlink and (b) uplink. An $M$-antenna base station serves $K$ single-antenna users in a spatial-multiplexing manner. Channel reciprocity is assumed, so the relation between the downlink and uplink channel matrices is simply the matrix transpose.

- **Single-cell systems.** Due to the present capability of conducting channel measurements, only single-cell scenarios can be investigated. Multi-cell measurements require greater efforts and more equipment, since channels in different cells need to be measured in a synchronized manner.

- **MIMO-OFDM.** We primarily approach MIMO assuming the same type of modulation as frequently used in LTE and WLANs, namely OFDM [31].

- **Single-antenna terminals.** Since processing that “massively” exploits the spatial domain can be made at the base station side, multiple antennas at the terminals become less important.

- **Perfect channel state information (CSI).** We assume that the base station perfectly knows the instantaneous channel matrix, and uses the knowledge for precoding and detection. In practice, however, we have imperfect CSI and this may lead to a performance degradation. We do not focus on channel estimation in this thesis, therefore, we assume an ideal situation.

- **Time-division duplexing (TDD).** In frequency-division duplexing (FDD), downlink CSI is estimated by the users and fed back to the base station. CSI estimation and feedback may become very complex, when there are a large number of base station antennas. TDD operation does not rely on CSI feedback, as propagation channels are reciprocal for uplink and downlink. The only challenge is to calibrate the transmit and receive RF chains at the base station [32].

Massive MIMO, of course, is not restricted to the above scenarios and assumptions. Scenarios with, e.g., inter-cellular interference, multi-antenna terminals,
non-orthogonal waveforms, and imperfect CSI, are all important aspects to investigate but are beyond the scope of this thesis.

Let us return to Figure 2.1, where an \( M \)-antenna base station multiplexes \( K \) single-antenna users in the spatial domain. The downlink signal model, for each time-frequency resource, is

\[
y = \sqrt{p_{dl}} H z + n,
\]

where \( H \) is the propagation channel matrix, \( z \) is the vector of precoded transmit signals across the \( M \) antennas, \( y \) is the receive signal vector at the \( K \) users, and \( n \) is the white-noise vector with i.i.d. circularly-symmetric complex Gaussian, \( \text{CN}(0, \sigma_n^2) \), elements. Assume that \( \mathbb{E}\{\|z\|^2\} = 1 \), so \( p_{dl} \) contains the total transmit power in the downlink. Two power-scaling schemes are used in the thesis, 1) \( p_{dl} = \rho K \) and 2) \( p_{dl} = \frac{\rho K}{M} \), where \( \rho \) is an SNR factor. We scale up the transmit power with the number of users \( K \), and choose to 1) keep it constant or 2) scale it down with the number of antennas \( M \). Note that in the included papers we usually assume that the noise has unit variance, \( \sigma_n^2 = 1 \), so the noise power is absorbed into \( p_{dl} \) which reflects the SNR. Here and in the following we keep the noise variance \( \sigma_n^2 \) as it is, for a better understanding of the signal, noise and inter-user interference.

Due to reciprocity, the uplink channel matrix is \( H^T \), and the signal model becomes

\[
z = \sqrt{p_{ul}} H^T y + n.
\]

The total transmit power from all users is \( p_{ul} \), and \( p_{ul} = \rho K \) or \( p_{ul} = \frac{\rho K}{M} \) depending on used power-scaling scheme. The downlink and uplink signal models are used throughout the thesis, and in the included papers there are subscripts indicating OFDM subcarriers. For simplicity, we drop the subcarrier notation here.

In massive MIMO, we usually assume \( M \gg K \), for achieving good spatial separation of user signals. This is, however, as pointed out in [33], not necessarily a requirement for massive MIMO.

### 2.1.1 Precoding and Detection

In MU-MIMO, precoding and detection are designed for separating data streams with as little inter-user interference as possible. In the downlink, the base station pre-filters signals to the intended users, and in the uplink, the base station post-filters the received signals from all users. CSI is required at the base station to perform the processing, while not necessarily needed at the terminals that perform relatively simple processing, e.g., OFDM modulation/demodulation in our case.
In the downlink, dirty-paper coding (DPC) is optimal in the sense that it achieves sum-rate capacity [34], and in the uplink, successive interference cancellation (SIC) detection achieves capacity [35]. However, the two non-linear schemes are highly complex in practice. Linear schemes, such as matched-filtering (MF) and zero-forcing (ZF), are simple but have suboptimal performance in terms of sum-rates. In massive MIMO, what happens is that linear schemes become nearly-optimal as the number of antennas grows. In the following, we review the precoding/detection schemes used in the thesis work, for evaluating massive MIMO performance in real channels (see papers I-III and VI).

Dirty-Paper Coding
In MU-MIMO downlink channels, sum-rate capacity can be achieved by using DPC [34,36,37]. The base station chooses codewords for user signals so that the inter-user interference can be avoided, as if they do not exist.

DPC was originally proposed in [38], dealing with additive interference in a channel. The name comes from the analogy that sending information through a channel with additive interference is like writing a message on a paper with dirt spots. Figure 2.2 illustrates this analogue, where we try to write “MASSIVE MIMO” on a dirty paper. The situation is, we know the location and intensity of the dirt spots, but our reader cannot distinguish the dirt from the ink marks written by us. To convey the message, one way of writing is to get around the dirt as much as possible, see Figure 2.2(c). The dirt will behave as “additive noise” to the reader if some overlap the message. However, this is not the optimal solution. A more clever way is shown in Figure 2.2(d), where we “encode” the message and make it adaptive to the dirt. Before writing, the set of possible “codewords” should also be known to the reader so that he/she can “decode” the message.

Instead of attempting to fight the interference, DPC adapts to it by choosing codewords in the direction of the interference. This technique has been applied to MU-MIMO downlink transmission since [36]. However, the implementation of DPC requires significant additional complexity, and the practical approach remains unsolved. Alternatively, low-complexity but suboptimal schemes, such as linear filtering, are used in practice.

Linear Schemes
Commonly-used linear schemes include matched-filtering (MF), zero-forcing (ZF) and minimum-mean-squared-error (MMSE) filtering. We focus on linear precoding in the downlink, and corresponding linear detection in the uplink can
Figure 2.2: Illustration of “writing on dirty paper”. (a) “MASSIVE MIMO” is the message to be written to the reader. (b) The paper with dirt spots. (c) The writer writes the message with an attempt to avoid the dirt as much as possible, however, some dirt may still interfere with the message. (d) The writer and reader agree upon a code book, where the writer encodes the message so that it adapts to the dirt. The area marked by the dash lines are the dirt, and the writer applies ink around the dirt to form the encoded “MASSIVE MIMO”.
be derived in a similar way. A comparison of linear precoding and detection can be found in [39].

With linear precoding, we have the transmit vector

\[ z = W \sqrt{P} x, \]  
(2.3)

where \( W \) denotes the precoding matrix, \( P \) the power allocation matrix for different users, with \( P_i, \ i = 1, 2, \ldots, K \), on its diagonal, and \( x \) is the vector of transmit symbols for the \( K \) users and each entry has unit energy. The transmit signals for the users are \( s = \sqrt{P} x \), and \( W \) maps \( s \) to the \( M \) antennas.

We can design \( W \) with different objectives, such as SNR maximization and interference cancellation, subject to the sum-power constraint \( \mathbb{E}\{\|z\|^2\} = 1 \).

The constraint can be written as

\[ \text{Tr} \{ PW^H W \} = 1, \]  
(2.4)

where \( \text{Tr}\{\cdot\} \) represents the trace of a matrix. In the downlink signal model, the total transmit power is \( p_{DL} \).

**Matched-Filtering** We start with the simplest linear precoding. MF precoding, also known as maximum ratio transmission (MRT), aims at maximizing the receive SNR at each user. It can be obtained by solving the following optimization problem [39],

\[ W_{MF} = \arg \max_{W} \frac{\mathbb{E}\{|s^H y|\}}{\sigma_n^2} \quad \text{s.t.} \quad \text{Tr}\{P_{MF} W^H W\} = 1. \]  
(2.5)

The solution is the Hermitian transpose of the channel matrix,

\[ W_{MF} = H^H, \]  
(2.6)

for an arbitrary \( P_{MF} \). The effective signal model for the \( i \)-th user becomes

\[ y_i = \sqrt{p_{DL}} [HH^H]_{i,i} s_i + \sqrt{p_{DL}} \sum_{j=1}^{K} [HH^H]_{i,j} s_j + n_i, \]  
(2.7)

where we see a maximized receive signal for this user but cross-talk exists.

Due to the maximization of the receive SNR at each user, MF is suitable for noise-limited scenarios. At high SNRs, MF performance will be limited by inter-user interference, in which case, ZF precoding is superior to MF.
Zero-Forcing  ZF precoding nulls out inter-user interference. It can be obtained through the optimization [39]

\[
W_{ZF} = \arg \min_W \mathbb{E} \left\{ \|Ws\|^2 \right\} \quad \text{s.t.} \quad HW = I. \tag{2.8}
\]

We look for \( W \) that completely removes the interference with the minimum transmit energy. The solution is the Moore–Penrose pseudoinverse of the channel, i.e.,

\[
W_{ZF} = H^\dagger = H^H (HH^H)^{-1}. \tag{2.9}
\]

The effective signal model becomes

\[
y = \sqrt{p_{dl}} s + n, \tag{2.10}
\]

where each user receives its signal without cross-talk.

Using ZF, we perfectly cancel inter-user interference. However, “there is no such thing as a free lunch,” ZF may suffer a power penalty due to the nulling. Let us examine the sum-power constraint, (2.4) becomes

\[
\sum_{i=1}^K P_{ZF,i} \left[ (HH^H)^{-1} \right]_{i,i} = 1, \tag{2.11}
\]

where \( P_{ZF,i} \) is the \( i \)-th diagonal element in the power allocation matrix \( P_{ZF} \).

How much power can be allocated to the user signals depends on the channel condition. There is no power penalty if \( H \) has full rank and the Gram matrix \( HH^H \) is diagonal, i.e., the channels from the base station to different users are orthogonal. In this case, the transmit power \( p_{dl} \) can be fully used on user signals. However, the power penalty increases, as the Gram matrix becomes ill-conditioned [40], i.e., some user channels are aligned to each other. In this situation, \( [(HH^H)^{-1}]_{i,i} \) becomes large, so \( P_{ZF,i} \) has to be small. More energy has to be spent on the nulling, and less allocated to the user signals, resulting in very low receive signal power at some users. A similar effect happens in ZF detection, known as noise enhancement.

Thinking about the propagation channels, we can have a better understanding of the MF and ZF precodings. Figure 2.3 illustrates the propagation mechanisms of the two schemes, in channels with 100 base station antennas and five users. By tuning the power and phase of the transmit signals across all antennas, MF and ZF make the signals through the multipath channel, e.g., after reflection, diffraction and scattering, arrive at the users in different manners. With MF, the multipath signals add up constructively at the intended user location, but cause interference for the other users, see Figure 2.3(a). With ZF, the multipath signals for the intended user add up destructively to zero at
Figure 2.3: Illustration of the ZF and MF mechanisms in propagation channels, with 100 base station antennas, five users and 400 scatterers around [6]. (a) With MF, field strength is maximized at the intended user location. (b) With ZF, field strength is zero at the unintended user locations. The propagation mechanisms are the same for different numbers of antennas. With more antennas, the peak in (a) is higher, and the energy spread in (b) becomes smaller.

the location of the other users, resulting in no interference but a reduction of the receive signal strength for the intended user, see Figure 2.3(b). Comparing the two, we see that energy spreads over a larger area with ZF, which is the power penalty caused by the nulling.

Minimum Mean-Squared Error As mentioned above, ZF is suitable for high SNR scenarios, while MF outperforms at low SNRs. How about the entire SNR range? We turn to schemes that find a tradeoff between the signal strength and the interference reduction. MMSE precoding is one example. The idea is, if the noise covariance is estimated at the receiver and fed back to the transmitter, we can design a better precoder for the entire SNR range.
MMSE is obtained through the optimization \[39\]

\[
W_{\text{MMSE}} = \arg \min_W \mathbb{E}\left\{ \| y - \sqrt{p_{dl}} s \|^2 \right\}
\]

\[
= \arg \min_W \mathbb{E}\left\{ \| (HW - I) s + \frac{n}{\sqrt{p_{dl}}} \|^2 \right\}
\]

s.t. \( \text{Tr}\{P_{\text{MMSE}} W H W\} = 1 \), \hspace{1cm} (2.12)

where we try to minimize the mean-squared error (MSE) between the receive and transmit signals. One possible solution is ZF where \( HW = I \), if the transmit power \( p_{dl} \) can be arbitrarily high. With limited transmit power, we need to consider the noise covariance, \( \sigma_n^2 I \) in our case. The MMSE solution is

\[
W_{\text{MMSE}} = H H (H H + \alpha I)^{-1}, \hspace{1cm} (2.13)
\]

where \( \alpha = K \sigma_n^2 \) and \( K \) is the number of users. The general form in (2.13) is also known as regularized ZF (RZF), and \( \alpha \) is the regularization parameter. MMSE is a special case of RZF, where \( \alpha = \frac{K \sigma_n^2}{p_{dl}} \) is the result of minimizing the MSE.

MMSE is designed according to the available transmit power at the base station and the noise power measured at the users. It becomes ZF when \( \alpha = 0 \), i.e., at very high SNRs, and converges to MF when \( \alpha \to \infty \), i.e., at very low SNRs. In between the two extremes, MMSE outperforms ZF and MF in terms of sum-rate, since its MSE is smaller than the other two. Back to Figure 2.3, the propagation mechanism of the MMSE works between that of the MF and ZF. The power penalty due to the interference suppression is smaller in MMSE than in ZF.

### 2.1.2 Capacity and Sum-rate

Based on our signal model in (2.1), MU-MIMO downlink sum-rate capacity, achieved by DPC, is \[36,37\]

\[
C_{\text{DPC}} = \max_{P_{\text{DPC}}} \log_2 \det\left( I + \frac{p_{dl}}{\sigma_n^2} H H P_{\text{DPC}} H \right) \quad \text{s.t.} \quad \sum_{i=1}^{K} P_{\text{DPC},i} = 1. \hspace{1cm} (2.14)
\]

The optimization problem of power allocation is convex \[41\], thus can be easily solved. In addition, an iterative water-filling algorithm is presented in \[42\] for solving the problem.

With linear precoding, we can treat inter-user interference as additive noise at the receivers. The per-user rate depends on the receive SINR at the user,
which is determined by the used precoding $W$ and the power allocation $P$. The receive SINR at the $i$-th user can be written as

$$\gamma_i = \frac{p_{di} \left| [HW]_{i,i} \right|^2 P_i}{p_{di} \left( \sum_{j=1, j \neq i}^{K} \left| [HW]_{i,j} \right|^2 P_j \right) + \sigma_n^2},$$

(2.15)

where the numerator is the desired signal power at the user, and the denominator is the sum of the interference from other users and the noise power. Under the sum-power constraint in (2.4), we can maximize the sum-rate of all users,

$$C = \max_P \sum_{i=1}^{K} \log_2 (1 + \gamma_i) \quad \text{s.t.} \quad \sum_{i=1}^{K} P_i [W^H W]_{i,i} = 1,$$

(2.16)

by optimizing the power allocation to the users.

Treating interference as noise is simple but not optimal. A better approach is that the receivers are aware of the interference from other users, and each receiver jointly detects all user signals. However, this approach requires additional complexity, since the users need to know the channel information and the used precoder. We thus use the simple approach in this thesis and evaluate linear precoding performance as derived in (2.16).

2.2 Massive MIMO Advantages

In massive MIMO, the number of base station antennas, $M$, goes large. Many interesting and nice things start to happen. In this section, we review some key advantages of massive MIMO.

2.2.1 Large Increase in Capacity

Theoretically, MU-MIMO sum-rate capacity scales with $\min(M, K)$, the minimum of the number of base station antennas and the number of users. When both $M$ and $K$ become large in massive MIMO, the rank of $HH^H$ grows, resulting in a large increase in the sum-rate capacity as derived in (2.14).

If we have a fixed number of users $K$ and make the number of antennas $M \gg K$, array gain now becomes very large, and inter-user interference significantly reduces. This situation also leads to a large increase in sum-rate capacity, as discussed in the following.
2.2.2 Large Array Gain

With more antennas, we obtain more “samples” in the spatial domain, which means more degrees of freedom available for signal processing. If we coherently combine these “samples”, i.e., the transmit or receive information signals, we can improve the SNR as compared to that in a single-antenna system. This power gain, achieved by using multi-antenna arrays, is known as array gain.

As $M$ grows, the matrix $H$ becomes long, and the value of $[HH^H]_{i,i}$, $i=1,2,\ldots,K$, also grows. As a result, in (2.7) with MF precoding, the signal strength for the targeted user becomes higher, and this is achieved without increasing the transmit power $p_{dl}$. The same effect happens also with ZF and MMSE. With ZF, the term $[(HH^H)^{-1}]_{i,i}$ in (2.11) becomes smaller as $M$ grows, so $P_{ZF,i}$ can be larger, resulting in an increase in the user signal strength. For all linear schemes, the SINR in (2.15) will increase, thus higher rates can be achieved. In massive MIMO, the effect of array gain will be much more significant than in any of today’s MIMO systems.

Large array gains improve link quality and coverage. Theoretically, higher SINRs will boost data rates, since higher-order modulation can be used. However, large dynamic range in signal strength and higher-order modulation require higher quantization precision in analog-to-digital converters (ADCs), and this may lead to more expensive hardware. With realistic low-cost terminals, only a certain SINR can be handled before the quantization noise starts to limit the performance. On the other hand, radio regulators set strict limitations on the effective power of radio devices, and this includes the antenna gain. Therefore, what we can do with such a large array gain in massive MIMO is to harvest it as reduced transmit power from both base stations and terminals. For example in papers II and III, we scale down the transmit power with the number of antennas, $p_{dl} = \frac{p}{M}$, as mentioned in Section 2.1. This is also why massive MIMO is a candidate for “green communications” [29]. Imagine $M \to \infty$, the transmit power can be made arbitrarily low. In practice, $M$ cannot go to infinity, but the transmit power can still be reduced by at least one or two orders of magnitude, without sacrificing the performance.

2.2.3 Reduction of Inter-User Interference

The value of $[HH^H]_{i,i}$ becomes large as $M$ grows. How about the off-diagonal elements, $[HH^H]_{i,j}$, where $i \neq j$? In massive MIMO, what happens is that the off-diagonal elements grow far slower than the diagonal elements.

Assume that $H$ is an i.i.d. channel with complex Gaussian coefficients,
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We examine $\frac{1}{M} H H^H$, where the diagonal elements are

$$ \frac{1}{M} [HH^H]_{i,i} = \frac{1}{M} \sum_{m=1}^{M} |H_{i,m}|^2, \quad (2.17) $$

and the off-diagonal ones

$$ \frac{1}{M} [HH^H]_{i,j} = \frac{1}{M} \sum_{m=1}^{M} H_{i,m} H_{j,m}^*, \quad i \neq j. \quad (2.18) $$

When $M \to \infty$, according to the central limit theorem [43], the distributions of both diagonal and off-diagonal elements converge to Gaussian distributions,

$$ \frac{1}{M} [HH^H]_{i,i} \xrightarrow{d} N \left( \mu_0, \sigma^2_0 M \right), \quad (2.19) $$

and

$$ \frac{1}{M} [HH^H]_{i,j} \xrightarrow{d} CN \left( \mu_1, \sigma^2_1 M \right), \quad i \neq j, \quad (2.20) $$

where $\mu_0 = \mathbb{E}(|H_{i,m}|^2)$, $\sigma^2_0 = \text{var}(|H_{i,m}|^2)$, $\mu_1 = \mathbb{E}(H_{i,m} H_{j,m}^*)$, and $\sigma^2_1 = \text{var}(H_{i,m} H_{j,m}^*)$. As $M \to \infty$, $\frac{\sigma^2_0}{M} \to 0$ and $\frac{\sigma^2_1}{M} \to 0$, variances of both distributions approach zero. On the diagonal, $|H_{i,m}|^2 = \text{Re}\{H_{i,m}\}^2 + \text{Im}\{H_{i,m}\}^2$, follows the chi-squared distribution with two degrees of freedom, and $\mu_0 = \sigma^2_h$. At the off-diagonal elements, $\mu_1 = \mathbb{E}(H_{i,m} H_{j,m}^*) = 0$, since channel coefficients are independent random variables. Finally, we have

$$ \frac{1}{M} HH^H \to \sigma^2_h I, \quad (2.21) $$

as $M \to \infty$.

The nice thing happening here is that user channels become orthogonal. Inter-user interference vanishes, and the base station can communicate with the users simultaneously in maximum rates. More importantly, the maximum rates can now be achieved by using linear precoding/detection schemes.

**2.2.4 Simple Precoding and Detection**

Substituting (2.21) into (2.14), the sum-rate capacity achieved by DPC becomes

$$ C_{\text{DPC}} = \max_{P_{\text{DPC}}} \sum_{i=1}^{K} \log_2 \left( 1 + \frac{p_{\text{dil}} M \sigma^2_h P_{\text{DPC},i}}{\sigma^2_n} \right) \quad \text{s.t.} \quad \sum_{i=1}^{K} P_{\text{DPC},i} = 1, \quad (2.22) $$
where equal power allocation, $P_{\text{DPC},i} = \frac{1}{K}$, is the optimal solution. DPC capacity in (2.22) thus is

$$C_{\text{DPC}} = K \log_2 \left( 1 + \frac{p_{\text{dl}} M^2 \sigma_h^2}{K \sigma_n^2} \right),$$

(2.23)

where we can see the multiplexing gain $K$ and the array gain $M$.

With linear precoding, substituting (2.21) into (2.15), the interference term in the denominator in (2.15) becomes zero, for all $W_{\text{MF}}$, $W_{\text{ZF}}$ and $W_{\text{MMSE}}$. Then, solving the optimization in (2.16), we obtain the sum-rates achieved by MF, ZF and MMSE in this interference-free case,

$$C_{\text{ZF}} = C_{\text{MF}} = C_{\text{MMSE}} = K \log_2 \left( 1 + \frac{p_{\text{dl}} M^2 \sigma_h^2}{K \sigma_n^2} \right),$$

(2.24)

which are all equal to the DPC capacity in (2.23).

When the number of antennas grows large, user channel vectors become orthogonal, inter-user interference thus reduces. As a result of this effect, the maximum rates, achieved by complex non-linear DPC, can now be approached by using simple linear schemes.

### 2.2.5 Channel Hardening

From (2.19) and (2.20), we see that the fluctuation in the elements of $\frac{1}{M} H H^H$ decreases rapidly relative to their respective means, as $M$ grows large. This effect is called channel hardening. Note that channel hardening does not mean the variation in the channel $H$ becomes small, but is an effect that we obtain stable outputs after processing.

The consequences of channel hardening include:

- The effect of small-scale fading disappears. If we scale down the transmit power with the number of antennas, e.g., $p_{\text{dl}} = \frac{\sigma_h^2}{M}$, then in (2.15), the receive SINRs at the users become more stable in the sense that they do not fluctuate with small-scale fading in the channel, for all the schemes $W_{\text{MF}}$, $W_{\text{ZF}}$ and $W_{\text{MMSE}}$.

- Resource allocations can be performed on a slower time scale. For example, the power allocation $P$ that maximizes the sum-rate in (2.16) becomes stable, since $W^H W$ also hardens in all the precoding schemes. Therefore, power allocations only have to be updated when large-scale fading happens in the channel.
• The variation in sum-rates becomes small. The receive SINRs at the users do not vary with small-scale fading, as a result, so do the sum-rate in (2.16). The probability that we have a rate much lower than the ergodic rate becomes very small.

• Precoders and detectors become more stable. Due to interference reduction and channel hardening, for a given $P$ in (2.3), the power variation in the precoded signal $z$, i.e., the variation in $\|z\|^2 = \|W\sqrt{P}x\|^2$, becomes small and stable, when the transmit symbols in $x$ vary.

In addition, the effects of channel hardening on transmission schemes and system performance have been studied, e.g., in [44, 45].

As the number of antennas increases, channel conditions that were random before, now start to be deterministic. We should also mention that if both $M, K \rightarrow \infty$ with a constant ratio $\frac{M}{K} < \infty$, the distribution of the eigenvalues of $\frac{1}{M}HH^H$ converges to the Marchenko–Pastur distribution [46].

2.2.6 Sharp Digital Beamforming

With an antenna array, we can perform analog beamforming that steers directional beams by adjusting the phases of RF signals at each antenna. Depending on the number of antennas and the size of the array, multiple beams can be formed to serve different users. In full-dimension MIMO (FD-MIMO) [47, 48], 3D beams can be formed to serve users in different azimuths and elevations. With more antennas, beams can be made narrower, resulting in a better separation of user signals. With analog beamforming, the number of simultaneous users is typically limited by the number of orthogonal beams that can be formed, and is fixed by the number of deployed RF chains.

Linear precoding, discussed in Section 2.1.1, works in a different way. It can be seen as digital beamforming, performed in the baseband by tuning the phases and amplitudes of transmit signals across all antennas. Without steering actual beams into the channel, signals add up in phase at the intended users and out of phase at other users, see Figure 2.3. With increasing number of antennas, this effect is more significant: the signal strength at the intended user location gets higher, while causing lower interference to the other users.

Digital beamforming in massive MIMO provides a more flexible and aggressive way of spatial multiplexing, as the number of users can vary and is less limited by the hardware. Another advantage of digital beamforming is that it does not require array calibration since reciprocity is used, but is typically needed in analog beamforming where the calibration complexity may grow with the number of antennas.
2.3 Massive MIMO Challenges

With the above theoretical advantages of massive MIMO, now, the question is what challenges we may face in practice, and to what extent the theoretical advantages can be harvested in reality.

2.3.1 Propagation Conditions

In Section 2.2, we assume i.i.d. Rayleigh channels where the number of base station antennas $M \to \infty$. This leads to interference-free transmission and optimal performance achieved by linear precoding and detection. In practice, however, the number of antennas are limited, and propagation channels are hardly i.i.d. Rayleigh. Channels of different base station antennas are often correlated, and so are channels to different users.

In massive MIMO literature, there is a commonly-used term called favorable propagation [49]. Many theoretical studies are based on this propagation condition, assuming that user channels become orthogonal as the number of antennas increases, see (2.21). The question is, however, under what conditions is the channel “favorable” and this assumption valid? I.i.d. Rayleigh channels are favorable, as seen in Section 2.2.3, but require very rich and complex propagation which does not always exist in real-life environments. To investigate propagation conditions in real channels, channel measurements using practical array setups are therefore needed.

Further questions are, does massive MIMO rely on favorable propagation, and how far we are from theoretical advantages if propagation is not entirely favorable? The major goal of the thesis work is to address the above questions, based on channel measurements in real propagation environments.

2.3.2 Hardware Complexity

A crucial challenge of massive MIMO is hardware complexity. As the number of antennas increases, the number of RF transceiver chains including components like RF amplifier, mixer and ADC/DAC, also grows on a much larger scale than in any of today’s systems. To deal with large channel matrices, the complexity in baseband processing may significantly increase, as more operations are needed [50].

High hardware complexity often leads to low efficiency in terms of cost and energy. Antennas are usually cheap and easy to deploy, but RF chains can be relatively expensive. Due to large array gains, massive MIMO is energy efficient in terms of radiated transmit-power. However, energy consumption
in hardware can be quite high. Analog and RF components are expected to dominate massive MIMO energy consumption [50, 51].

To implement massive MIMO in practice, many studies are being conducted to simplify its hardware. Among those, antenna selection has been considered in this thesis, as a direct solution that reduces the number of RF chains without significant reductions in performance.

2.3.3 Hardware Imperfection

Since massive MIMO hardware tends to be very complex with many antennas and transceiver chains, it is important to make them as inexpensive as possible. However, the cheaper, the more imperfect, typically. With massive MIMO, we may allow many of the imperfections to be quite large, since the averaging effect due to many antennas helps to reduce the impact of imperfections on system performance [12]. This opens up the possibility to use inexpensive hardware, such as nonlinear amplifiers, high IQ-imbalance mixers, low-precision ADC/DACs, and so on.

Another issue is reciprocity calibration in TDD massive MIMO [50]. Ideally, precoding for the downlink transmission is computed on the basis of CSI estimated in the uplink. Propagation channels are reciprocal, however, transmit and receive RF front-ends are typically not. In order to make use of channel reciprocity, we need to estimate and compensate the difference in the responses between the transmit and receive RF chains. There are many calibration methods, e.g., in [32], mutual coupling among base station antennas is used.

2.3.4 Mutual Coupling in Antenna Arrays

Strong mutual coupling between antennas is good for reciprocity calibration [32]. However, mutual coupling may degrade massive MIMO performance, primarily, due to power loss, when many antennas are packed into a small physical space [7]. For example, the study in [52] points out that mutual coupling can result in substantially lower capacity and reduced degrees of freedom, as the number of antennas is increased for a fixed array aperture. In addition to power inefficiency, spatial correlation caused by small antenna spacings also limits massive MIMO performance [53].

The effect of mutual coupling, therefore, needs to be taken into account, when designing a massive MIMO antenna array, and when evaluating or predicting the performance of a massive MIMO system.
2.3.5 Channel Estimation

As discussed in Section 2.1, massive MIMO relies on CSI known at the base station to coherently process the signals, i.e., to perform precoding and detection. Related to CSI acquisition, there are several challenges as follows.

- Channel variations, due to the movement of users and scatterers, determine how often we need to update the CSI [54]. Accurate and timely CSI acquisition can be challenging, especially in high mobility scenarios.

- FDD massive MIMO induces training overhead, since channels from all base station antennas to all users need to be estimated and fed back [55]. TDD massive MIMO relies on channel reciprocity, but training may still occupy a large fraction of the coherence interval if the channel varies fast.

- Since the number of orthogonal pilot sequences is limited by the channel coherence interval, pilot sequences have to be reused from cell to cell. This causes pilot contamination, where channel estimates may contain interference from users transmitting data or the same pilot in other cells. This effect reduces massive MIMO performance [56].

2.4 Investigations in the Thesis

In this thesis work, we try to bridge massive MIMO from the “ideal” world of theory to the “non-ideal” reality, with a focus on real propagation channels. Channel measurements were designed and conducted, using practical antenna arrays and in typical propagation environments. Based on measured channel data, we address the following questions.

- Propagation conditions: Can we also harvest good channel orthogonality between users and high sum-rates in real channels, as in i.i.d. Rayleigh channels? (Papers I, II and III)

- Channel characterization: Do massive MIMO channels show different properties, as compared to conventional MIMO? How do these channel properties affect massive MIMO performance? (Papers II, IV and VI)

- Channel modeling: How do we capture massive MIMO channel properties and include them into a channel model? (Papers IV and V)

- Complexity reduction: Is there a way to greatly simplify massive MIMO systems without losing too much performance? (Papers VI)

In the following chapters, we overview these issues, and in Chapter 9, we summarize the thesis contributions and draw conclusions.
Chapter 3

Channel Measurements

Several measurement campaigns were carried out at Lund University to obtain real massive MIMO channel data. Each targeted a specific aspect of the massive MIMO study, e.g., comparisons of different array structures, and crowded scenarios with users being closely located. Measurements for massive MIMO channels require significant efforts, since we need to sample the spatial domain on a much larger scale than before. This applies both to the base station side, where arrays with many antennas are used, and to the user side, where many synchronized or unsynchronized terminals need to be considered.

In this chapter, let us overview the measurements performed during the thesis work, including the measurement setups at Lund University, and our capability of measuring channels in different scenarios that are interesting in the massive MIMO context. Before that, we start with a brief review of channel sounding principles.

3.1 Principles of Channel Sounding

What is a radio channel? It is the medium through which we transmit signals as electromagnetic waves at 3 kHz to 300 GHz. Propagation in a radio channel, governed by Maxwell’s equations [57], is typically very complex as it not only happens in free space but is also affected by the phenomena of reflection, refraction, diffraction, scattering, etc. From a system perspective, the radio channel can be viewed as a linear filter [58], see Figure 3.1. We input sinusoidal signals, \( \sin(2\pi f_0 t) \), and at the output we receive sinusoidal signals at the same frequency, \( \alpha \sin(2\pi f_0 t + \vartheta) \), that have been attenuated due to propagation loss and phase-rotated due to delay and multipath superimposition, if ignoring
any additive noise. We thus bypass propagation composition in a channel, and characterize it by the input-output relation, in the complex baseband form, $ae^{-j\vartheta}$, i.e., the channel response at frequency $f_0$ [58].

In most measurements, what we obtain are channel responses between transmit and receive antenna pairs, across space (antenna arrays and multiple terminal antennas), frequencies (system bandwidth) and time. Figure 3.2 illustrates a 4×4 MIMO channel sounding. The transmitter sends sounding signals that are known to the receiver, and the receiver captures linearly distorted versions of the signals. By comparing the transmit and receive signals, channel responses are estimated. Time and frequency synchronizations between the transmitter and receiver are important to correctly estimate channel responses. Effects of sounding equipment such as amplifiers, switches and cables need to be removed through a calibration process, so differences between the transmit and receive signals are only due to the propagation channel combined with antenna responses.

Different sounding methods are used by different sounding equipment and for different purposes [58]. In narrowband channel sounding, sinusoidal signals can be directly used. For wideband channels, the solution can be, e.g., correlative sounding using PN sequences, and frequency domain sampling using multi-tone signals or chirp signals (frequency modulated continuous wave, known as FMCW). In MIMO channel sounding, it is not always easy, or even possible, to measure all channels between transmit and receive antennas simultaneously. A popular solution is a switched-array architecture that measures one channel at a time and then switches to the next one.

Antennas and antenna arrays play an important role in channel measurements, as they determine how sounding signals are radiated into or received from propagation channels. Generally, which type of antennas and antenna arrays to use depends on the purpose of measurements. To evaluate the performance of a system in real channels, it is better to use antennas and antenna arrays designed for such a system. For channel characterization and modeling, omni-directional antennas are usually preferable as they have the least influence on propagation compared to directional antennas. Antenna arrays are needed to characterize directional information in the channels. In some scenarios, we also need to consider the effect of human bodies or hands on the radiation
Figure 3.2: Sounding of a 4×4 MIMO channel. We bypass the propagation composition, and measure the channel by the input-output relation. The channel response includes the effect of antennas at both ends. Correct synchronization in both time and frequency is crucial to channel sounding [58].

pattern of terminal antennas, as often happens in real life.

3.2 Measurement Setups

In the following, we describe the measurement setups used during the thesis work. The description provides an overview of Lund University’s capability of measuring massive MIMO channels.

3.2.1 Antenna Arrays

Two types of antenna arrays, a cylindrical and a linear array, were used in the measurements. We describe these two first, and introduce a planar array designed for a massive MIMO testbed later. The three array structures are compared regarding their potential use for massive MIMO.

Cylindrical Array

A cylindrical (faceted) array, operating in 2.5-2.7 GHz, is often used in channel measurements at Lund University. Figure 3.3 shows the cylindrical array on
a roof top of the department building. It constitutes 64 dual-polarized patch antennas with two ports – a vertically-polarized and a horizontally-polarized port, giving a total of 128 elements. The 64 directive antennas are arranged in four circles of 16 each. Figure 3.4 illustrates the radiation pattern of the first patch (on the bottom circle), for both ports. The design parameters of the array can be found in [59].

Due to its circular structure and directive patch antennas, the cylindrical array can resolve the channel in all azimuth directions, and some range (about 120 degrees) in elevation. It was originally designed for the RUSK LUND channel sounder [60], rather than being specially designed for massive MIMO. Despite this, the large number of antennas (128 ports) and the compact size (30 cm in both diameter and height) make it a possible choice for a massive MIMO base station.

Since we pack many antennas in limited space, the effect of mutual coupling needs to be considered. As mentioned in Section 2.3, mutual coupling may have a substantial impact on massive MIMO performance. According to [59], mutual coupling between neighboring elements on the array is -11 dB at the maximum, which is not small. Using this array, we suffer from power loss due to coupling, and this may result in performance degradation as compared to using an “ideal” cylindrical array without coupling.
Virtual Linear Array

Practical antenna arrays, like the cylindrical array, usually require great efforts and long time in design, manufacture, test, and verification. With many antennas, many transceivers are required if we want to measure all antenna channels simultaneously, or an RF switch is needed if we switch over the array to measure the channels. These solutions can be expensive. Alternatively, virtual arrays are often used in channel measurements, where a single antenna with a single transceiver moves and measures at predefined positions.

Figure 3.5 shows the virtual linear array used in our measurements: a vertically-polarized omni-directional antenna (SkyCross SMT-2TO6MB-A type [61]), controlled by Labview [62] and a step motor, moves in 128 equidistant positions on a long rail. Thus, a 128-antenna linear array is formed in a virtual manner.

Using virtual arrays is a convenient way of measuring channels, however, it has some drawbacks compared to using real arrays. First, a virtual array does not contain the effect of mutual coupling as is naturally inherent in a real array. This may lead to an overestimation of system performance, if evaluations are based on measured channel data with a virtual array. Additionally, we may suffer from channel variation during one measurement, i.e., when measuring.
from the first position to the last. With more positions to be measured, the chances that the channel varies during one measurement become higher. We therefore need to keep the channel as static as possible, when measuring with a virtual array. In that case, the dynamic properties of the channel cannot be captured.

**Planar Array**

A “T”-shaped planar array was designed for the Lund University massive MIMO testbed (LuMaMi) [21], see Figure 3.6. The array was built with 160 dual-polarized patch antennas, with half-wavelength spacing at 3.7 GHz. In total it has 320 ports, among which 100 are connected to the transceiver chains in the testbed. The “T” shape is designed to allow exploration of different array arrangements. For example, using more antennas horizontally results in higher angular resolution in azimuth, similarly, use more antennas vertically if we want to resolve elevation direction.

The planar array has not been used in this thesis work. Despite this, the planar arrangement of many antennas is an attractive deployment alternative at a massive MIMO base station, e.g., placing patch antennas on walls for indoor communications.

**Comparison of Array Structures**

The three arrays have very different structures, thus targeted different potential uses. Returning to Figure 1.3, we see examples of their possible deployments.

Placing a large number of antennas linearly results in a physically-large array. It is difficult to mount such an array in places with limited space.
The advantage is very high angular resolution due to a large aperture. In massive MIMO performance evaluations, e.g., in Paper II, we see that the large linear array is good at separating closely-located users, if the users or main scatterers are in the array’s broadside direction. Moving to the end-fire direction, however, the angular resolution becomes worse.

A cylindrical array with directive antennas is more suitable in a practical deployment, due to its smaller aperture. Angular resolution becomes lower compared to a linear array, but instead of resolving only one dimension, the cylindrical array can resolve signals in both azimuth and elevation. All azimuth directions in an environment can be covered, making the array suitable for outdoor deployment, where users are located far apart in different directions.

A planar array can be placed on a wall or ceiling, so this structure is particularly suitable for indoor deployment. Outdoors, a planar array may not have as good coverage as a cylindrical array, since users at the opposite side of the array may have relatively low SNRs. Indoor propagation typically covers both azimuth and elevation, due to reflections on walls, ceilings and floors. In this situation, both horizontal and vertical spans of a planar array become useful to resolve the channels.
3.2.2 Measurement Equipment

The easiest way of measuring radio channels is to use a vector network analyzer (VNA), and typically with virtual arrays. Commercial channel sounders are specially designed for channel measurements, thus are faster and more flexible.

Vector Network Analyzer

Using a VNA, we can measure transmission and reflection characteristics of a device under test (DUT), through scattering parameters (S-parameters) [63]. In our case, the radio channel to be measured is the DUT. By sweeping the frequency of the sounding signal and measuring the $S_{21}$ parameter at each frequency, we obtain channel responses over a desired bandwidth. An HP 8720C VNA, see Figure 3.7, was used in our measurements with the virtual linear array.

The measurement system using the VNA is shown in Figure 3.8. Port 1 of the VNA was connected to the transmit equipment, including optical fiber cables, power amplifier and an omni-directional antenna used at the terminal side. The optical fiber has a length of 200 m, allowing the transmitter and receiver to be separated by a relatively large distance. Port 2 of the VNA (the receiver) was connected to the virtual linear array via a low-noise amplifier (LNA). A laptop with Labview was used to control the whole measurement.

Figure 3.7: An HP 8720C VNA was used in the channel measurements with the virtual linear array. In the photo, on top of the VNA a laptop with Labview was used to control the measurement.
including positioning and movement of the antenna, activating and recording measurements across the predefined frequencies. In addition, a back-to-back measurement has to be taken to record the frequency response of the cables, converters and amplifiers, i.e., everything between port 1 and port 2 except for the antennas and propagation channel. After removing the effect of measurement equipment, we obtain the radio channel response.

When using the VNA, the measurement speed depends on the number of frequency samples and the chosen intermediate frequency (IF) bandwidth. The narrower the IF bandwidth, the longer the measurement time. On the other hand, a narrower IF bandwidth allows for a higher IF gain, resulting in better measurement SNRs. In our measurements, we set the IF bandwidth to be 300 Hz or 1 kHz, depending on the estimated SNR before starting a measurement.

Channel Sounder

The RUSK LUND channel sounder operates in the 300 MHz, 2 GHz and 5 GHz bands with a bandwidth of up to 240 MHz. It is based on periodic multi-carrier sounding signals (similar to OFDM signals) and real-time sampling at the receiver. This enables a high measurement repetition rate ensuring that we do not violate the Nyquist sampling criterion in time-variant MIMO channels. To completely characterize a time-variant channel, the required repetition rate $f_{\text{rep}}$ is determined by the maximum expected Doppler shift $\Delta f_{\text{max}}$, roughly
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estimated as,

$$\Delta f_{\text{max}} = \frac{\Delta v}{c} f_0,$$

(3.1)

where $\Delta v$ is the maximum relative speed of the transmitter and receiver, $c$ is the speed of light, and $f_0$ is the center frequency. According to the Nyquist sampling criterion, the repetition rate should satisfy [64]

$$f_{\text{rep}} \geq 2\Delta f_{\text{max}},$$

(3.2)

i.e., at least twice of the maximum Doppler shift.

The channel sounder does not measure channels between all transmit and receive antenna pairs simultaneously. It relies on a switched-array architecture at both transmit and receive sides. In this manner, one measurement snapshot means sounding and switching over all transmit and receive antennas. The sounding period of one antenna pair is determined by the estimated maximum excess delay, varying from environment to environment. Between successive antenna elements, the switching is very fast, less than 100 ns, and a time period is used to guarantee the switching and the processing at the receiver. The snapshot rate should still fulfill the Nyquist sampling criterion, when switching through all antennas. At the receive side, a 1-to-128 switch is used for the 128-port cylindrical array, while at the transmit side, a 1-to-32 switch is used when needed.

In MU-MIMO channel measurements, users need to be separated by some distance, typically, from a few wavelengths to tens of meters. To synchronize channel sounding of separated users, optical fibers can be used to connect the users (antennas) to the 1-to-32 switch at the transmit sounder. Figure 3.9 illustrates the measurement setup, used in the measurements for massive MIMO with nine synchronized users. There, only 9 of the switch ports are connected.

### 3.3 Measurement Scenarios

With the available measurement setups, the next question is, what scenarios are important in the massive MIMO context? In this thesis work, we focused on single-cell scenarios, using the linear and cylindrical arrays at the base station side. Both outdoor and indoor environments were covered, with users being closely located or well separated.

#### 3.3.1 Semi-Urban Scenarios with Cylindrical and Linear Arrays

As discussed in Section 2.2, user channels become orthogonal as $M \to \infty$ in i.i.d. Rayleigh channels. Many massive MIMO advantages happen because of
Figure 3.9: The measurement setup at the transmit side with the channel sounder. Nine terminal antennas are connected to the transmit sounder through optical fibers, allowing their channels to be measured in a synchronized manner.
this property. Through channel measurements, the first thing we would like to investigate is, whether this claim also holds in real propagation environments.

In the summer of 2011, measurements for massive MIMO were performed at the campus of Lund University, an outdoor semi-urban environment, using the channel sounder and the cylindrical array. The measurements were taken at 2.6 GHz and over 50 MHz bandwidth. The measurement environment and scenarios are described in papers II and VI. Figure 3.10 shows a photo taken during the measurement.

In the autumn of 2011, measurements using the virtual linear array with the VNA were carried out in the same environment, also at 2.6 GHz and over 50 MHz bandwidth. The virtual linear array was positioned on the same building roof, and the same sites at the terminal side were measured using the same omni-directional antenna. This allows direct comparisons of the channel behavior and system performance, using the two types of arrays at massive MIMO base stations. The comparison results are presented in papers II and VI.
In the two measurements, channels of different user positions were not measured at the same time or in a synchronized manner. Channel data with “virtual users”, may therefore not reflect the true channel orthogonality, especially for closely-located users where relative phase information between their channels is crucial.

### 3.3.2 Crowded Scenarios with Closely-Located Users

In 2014 and 2015, measurements were carried out targeting closely-located and synchronized users, using the cylindrical array and the setup shown in Figure 3.9. Closely-located users represent scenarios such as crowded squares, live concerts, sports events, open exhibitions and indoor conference centers. These scenarios are interesting in the massive MIMO context, as many users in a crowd are expected to be served simultaneously [65]. With user channels being measured in a synchronized manner, the dynamic properties of time-variant MU-MIMO channels can now be captured.

Both outdoor and indoor environments were measured at 2.6 GHz and over 40 MHz bandwidth. In the outdoor measurements, nine single-antenna users were confined in a circle of 5 or 10 m diameter, and sometimes with people around them acting as a crowd. For the indoor case, we measured in a large lecture hall, with users sitting closely together (see Figure 3.11) and the cylindrical array positioned at the front center or a corner of the hall. The measurement description can be found in Paper III and [66], where the initial results of performance evaluation and channel characterization based on the measurement data are also reported.

### 3.3.3 Other Interesting Scenarios

**Indoor Base station in a Residential Area** Before the above measurements designed for massive MIMO took place, measurement data targeting femto-cell systems were used for the massive MIMO study in Paper I. The receive sounder and the cylindrical array were placed indoor in a residential house. The transmit sounder and a 32-element planar array were moved in the residential area, placed indoor in other houses or outdoor. Indoor-outdoor-indoor and indoor-to-outdoor channels were measured [67]. For massive MIMO study, we select two antennas or two measurement positions at the transmit side, and investigate if they can be spatially separated by using the cylindrical array at the indoor base station.

**Outdoor Base Station and Indoor Users** Outdoor-to-indoor propagation is particularly interesting, since people spend most of their time indoors.
Measurements were planned but not carried out during this thesis work. The issues to investigate are 1) spatial separability of indoor users by outdoor massive MIMO base stations, and 2) penetration loss through windows and walls. Indoor users can be located in the same room, different rooms on the same building floor, or on different floors. Measurements with users on different floors may target, e.g., urban scenarios with a dense distribution of high-rise buildings, where 3D coverage is required.
Chapter 4

Overview of Measurement Data Processing

With the obtained data from channel measurements, we can study massive MIMO channel behavior, evaluate system performance, design communication algorithms, and so on. How to process measurement data depends on what we would like to investigate. In this chapter, let us overview the data processing performed in this thesis.

From the perspective of MIMO channel characterization and modeling, it is important to understand directional properties and scatterer behavior in a channel. We estimate directional information in measured channels using various algorithms. We also extract multipath components (MPCs), and this provides a good picture of the propagation composition in the channel (cf. Figure 3.2). In cluster-based modeling approaches, the MPCs with similar properties are grouped into clusters. Channel behavior is then based on clusters rather than MPCs. This can be seen as a simplified way of modeling and simulating channels.

When evaluating massive MIMO performance, the obtained channel matrices can be used directly, e.g., calculating capacities and sum-rates, as derived in Section 2.1.2. However, channel power normalization has to be carefully dealt with, as normalization in massive MIMO can be performed across many dimensions – time, frequencies, users, and antenna elements.
4.1 Directional Estimation

Directional information is an important aspect of MIMO channels. If signals come from a narrow angle, i.e., having a relatively small angular spread, channel correlation between antennas can be relatively high. Large angular spread is preferable in a MIMO system.

In measured channels with the cylindrical array, azimuth angles of arrival can be roughly obtained through the power variation over the array, due to the circular structure and directive antenna arrangement. On the linear array, all antennas are omni-directional, so angles of arrival need to be estimated from the channel responses over the array. Simple estimation can be done through beamforming methods, but resulting in relatively low angular resolution. One of the high-resolution methods is the Space-Alternating Generalized Expectation (SAGE) maximization algorithm \[68,69\], which estimates MPCs in terms of delay, direction, and complex amplitude.

4.1.1 Beamforming

The simplest directional estimation on a uniform linear array can be obtained by a Fourier transform of the receive signal vector \( z \) across the array. This is equivalent to steering beams and scanning certain directions \( \phi \). Through beamforming, we can obtain a continuous angular spectrum, by correlating the beamformer with the receive signal vector \[70,71\],

\[
P_{BF}(\phi) = \frac{\varpi^H(\phi) R_{zz} \varpi(\phi)}{\varpi^H(\phi) \varpi(\phi)},
\]

where \( \varpi(\phi) \) is the steering vector (beamformer) into the direction \( \phi \), and \( R_{zz} = \mathbb{E}\{zz^H\} \) is the covariance of the received signals. For a uniform linear array with omni-directional elements, and over which we assume plane wavefronts, the steering vector is

\[
\varpi(\phi) = \begin{bmatrix}
1 \\
e^{-jk_0 \Delta_s \cos(\phi)} \\
e^{-j2k_0 \Delta_s \cos(\phi)} \\
\vdots \\
e^{-j(N-1)k_0 \Delta_s \cos(\phi)}
\end{bmatrix},
\]

where \( k_0 = \frac{2\pi}{\lambda} \), \( \Delta_s \) is the antenna spacing, and \( N \) is the number of antennas used for the directional estimation. Here \( \phi \) is the angle between the incident wave and the array’s end-fire direction.
Directional estimation through the above beamforming, however, has relatively low resolution. An often-used alternative is the Minimum Variance Method (MVM), also called Capon’s beamformer [72–74]. The angular spectrum by the MVM is given as [72]

$$P_{\text{MVM}}(\phi) = \frac{1}{\varpi_{\text{H}}(\phi) R_{zz}(\varpi(\phi))}.$$  \hspace{1cm} (4.3)

Instead of searching for the strongest correlation in directions with the received signals, the MVM minimizes the interference from other directions when estimating at the direction $\phi$. The MVM provides better angular resolution than the classic beamforming method in (4.1).

The steering vector $\varpi$ in (4.2) is formed based on the plane-wave approximation over a linear array. This approximation requires users and scatterers being located in the far field of the array, and typically holds for arrays with small apertures. When the array aperture becomes large, such as for our 7.4-m linear array, the plane-wave approximation does not hold, and spherical waves over the array need to be considered. As an important channel property in massive MIMO, spherical wavefronts with large arrays are discussed in Chapter 5 and Paper V. When estimating angles of arrival on the linear array using the two beamforming methods, we apply a sliding window on the array. The window contains, e.g., $N = 10$ consecutive antennas, across which we assume the plane-wave approximation to hold.

### 4.1.2 SAGE Algorithm

Using the beamforming methods, we can quickly obtain directional estimates over a linear array, however, the drawback is relatively low resolution. Among the high-resolution algorithms [68, 69, 75, 76], we use the Space-Alternating Generalized Expectation (SAGE) maximization algorithm [68, 69] to estimate the superimposed MPCs in a channel, with parameters such as delay, angle and complex amplitude.

The signal model used in the estimation is constructed under the plane-wave assumption. The channel response between the $i$-th receive and $j$-th transmit antenna pair, at time instant $t$ and frequency $f$, is given as [77]

$$H_{i,j}(t, f) = \sum_{l=1}^{L} \left[ \begin{array}{c} A_{v}^{i,j}(\phi_{tx}^{i,j}, \theta_{tx}^{i,j}) \\ A_{h}^{i,j}(\phi_{tx}^{i,j}, \theta_{tx}^{i,j}) \end{array} \right]^T \left[ \begin{array}{cc} \gamma_{vv} & \gamma_{vh} \\ \gamma_{hv} & \gamma_{hh} \end{array} \right] \left[ \begin{array}{c} A_{v}^{t,i}(\phi_{rx}^{t,i}, \theta_{rx}^{t,i}) \\ A_{h}^{t,i}(\phi_{rx}^{t,i}, \theta_{rx}^{t,i}) \end{array} \right] e^{-j2\pi f t l} e^{j2\pi f l},$$  \hspace{1cm} (4.4)

where

- $l$ represents the MPC index,
\( \phi^x_l \) and \( \theta^x_l \) are the angles of departure in azimuth and in elevation, respectively, and \( \phi^x_t \) and \( \theta^x_t \) are the corresponding angles of arrival,

\( A^v_{x,j}(\phi^x_t, \theta^x_t) \) and \( A^h_{x,j}(\phi^x_t, \theta^x_t) \) are the \( j \)-th transmit antenna response for the vertical and horizontal polarizations, and \( A^v_{x,i}(\phi^x_t, \theta^x_t) \) and \( A^h_{x,i}(\phi^x_t, \theta^x_t) \) are the response of the \( i \)-th receive antenna, the subscripts \( v \) and \( h \) indicate vertical and horizontal polarizations, respectively,

\( \gamma^v_l \) and \( \gamma^h_l \) represent the complex amplitudes of the co-polarized parts in the \( l \)-th MPC, and \( \gamma^{vh}_l \) and \( \gamma^{hv}_l \) are the cross-polarized counterparts,

\( \tau_l \) is the delay of the \( l \)-th MPC, and

\( \nu_l \) the Doppler shift.

The measured channel, \( H_{\text{meas}}^{i,j}(t, f) = H_{i,j}(t, f) + n_{i,j}(t, f) \), contains additive noise \( n_{i,j}(t, f) \). Given the channel data and antenna responses, we would like to estimate the unknown parameter set,

\[
\psi_l = [\tau_l, \phi^x_l, \theta^x_l, \phi^x_t, \theta^x_t, \gamma^v_l, \gamma^{vh}_l, \gamma^{hv}_l, \gamma^h_l, \nu_l]^T,
\]

for all MPCs, \( l = 1, 2, \ldots, L \). Assume that \( L \) is determined before the estimation, and \( \psi = [\psi_1, \psi_2, \ldots, \psi_L] \), the maximum likelihood (ML) estimate is [78]

\[
\hat{\psi} = \arg \max_{\psi} \mathcal{L}(\psi; H^{\text{meas}}),
\]

where \( \mathcal{L} \) represents the likelihood function. Unfortunately, direct maximization of the likelihood is intractable due to many parameters in \( \psi \) when \( L \) is large. Thus we must resort to iterative methods, e.g., the SAGE algorithm [69].

The SAGE algorithm is used as a data processing tool throughout the thesis work, e.g., in papers II, IV and V, for channel characterization. In many measurements, only a part of the parameter set \( \psi \) is possible to estimate. Due to the use of single-antenna terminals, we cannot obtain directional information at this end. Using the linear array at the base station side, since it spans one dimension, we can only obtain angles of arrival in one dimension. With the cylindrical array, we can estimate directions in both azimuth and elevation. In addition, polarization information is not always under control. We usually know the polarimetric radiation patterns of the base station antennas, however, at the user side, it is hard to know the same for terminal antennas, when their radiation patterns are affected by human hands or bodies.

As an example of the SAGE results, Figure 4.1 shows the incoming angles and strength of the estimated MPCs, in an outdoor channel using the cylindrical array at the base station. In the figure, the direction with the strongest
MPCs (in dark red) is the LOS, and in other directions, the buildings form strong scattering. The SAGE algorithm provides high angular resolution, where MPCs having a small difference in angles can be separated as long as their delays or Doppler frequencies differ sufficiently. However, it requires high computational complexity, and may converge to a local optimum. We also face the problem of estimation artifacts. This happens, e.g., when the contribution of an MPC is not completely extracted, and the residual power at the same delay and angle is relatively high.

The SAGE is good at estimating specular components, arising from specular reflections on smooth surfaces, but does not include diffuse multipath [79–81] in the estimation process. It has been reported, however, that the diffuse part can contribute significantly to the channel [82]. As an alternative to the SAGE, the RiMAX algorithm [76] takes both the specular and diffuse parts into consideration. It estimates components in the two alternately, and might therefore improve estimation performance. However, a comparison of estimation algorithms is beyond the scope of the thesis.
4.2 Clustering and Tracking

MPCs tend to depart and arrive in groups, and from a channel characterization and modeling perspective, we group MPCs with similar delays and angles into clusters. Figure 4.2 illustrates a cluster-based channel representation. The analysis of a channel is now based on the behavior of clusters, such as cluster delay and angular spreads, cluster power variation over time, and so on. In this way, channel analysis is greatly simplified, while important properties can still be captured.

Before grouping estimated MPCs into clusters, we ask: What is a cluster? A general definition can be that, a cluster is a collection of objects that are similar to one another and are dissimilar to objects in other clusters [83]. When it applies to MPCs in a channel, there are different types of cluster concepts, depending on how we define the similarity of MPCs [84]. One concept is based on physical scatterers, e.g., a building wall, a tree, or a car (cf. Figure 3.2), and MPCs within a cluster have interacting points on the same physical scatterer. This cluster type is called physical cluster. Another cluster concept is based on the MPC parameter space, where MPCs within a cluster have similar delays and angles. This, however, does not guarantee the clusters match the physical scatterers in an environment, especially when multi-bounce propagation exists. We call this cluster type parameter-based cluster.

Physical clusters can be identified with assistance of ray-launching tools [85], however, this is out of the thesis scope. We identify parameter-based clusters based on estimated MPCs in measured channels. A comparison between physical and parameter-based clusters from a channel modeling perspective can be
found in [85].

### 4.2.1 Clustering

There are various automatic clustering algorithms used to identify parameter-based clusters, such as hierarchical, K-means and Gaussian mixture model (GMM) clustering [86,87]. Each method introduces their own definitions of a cluster. In this thesis work, we use the KPowerMeans algorithm [88]. It is an extension of the K-means clustering and takes the power of MPCs into account. The idea is that MPCs with strong power should influence more on clustering than weak MPCs. Cluster centroids are thus pulled towards strong MPCs.

Similar to K-means, the KPowerMeans iteratively minimizes the total sum of power-weighted multipath component distances (MCD) [89]. The MCD is a measure of the distance between an MPC to a cluster centroid. In the $u$-th iteration, each MPC is assigned to the “nearest” cluster, then the cluster centroids are recalculated based on the latest assignment. The process can be formulated as [88]

$$
I^u_l = \arg \min_k P_l \cdot \text{MCD} (x_l, \mu^u_k)
$$

$$
\mu^{u+1}_k = \frac{\sum_{l \in I^u_k} P_l x_l}{\sum_{l \in I^u_k} P_l},
$$

where $x_l = [\tau_l, \phi_{tx}^l, \phi_{rx}^l, \theta_{tx}^l, \theta_{rx}^l]^T$ is the parameter space of the $l$-th MPC and a subset of (4.5), $P_l = |\gamma_{vv}^l|^2 + |\gamma_{vh}^l|^2 + |\gamma_{hv}^l|^2 + |\gamma_{hh}^l|^2$ is the MPC power, $\mu^u_k$ is the $k$-th cluster centroid in the $u$-th iteration, and $I^u_l$ is the cluster index that the $l$-th MPC is assigned to in this iteration. Based on the assignment, the new cluster centroids $\mu^{u+1}_k$ are found. The algorithm iterates until convergence or reaching the allowed number of iterations. Regarding the MCD, there are different measures, and in this thesis work, we quantify it in the MPC parameter space, as defined in [84].

As an example, Figure 4.3 shows the clustering results based on the estimated MPCs shown in Figure 4.1. Different colors now represent different clusters. We see that some clusters well match the physical objects in the environment. However, the straight boundaries between clusters are artificial, caused by the used MCD measure.

### 4.2.2 Cluster Tracking

To characterize and model the time-variant nature of a radio channel, we study cluster behavior over time. Clusters thus have to be identified and also tracked. We use a joint clustering and tracking algorithm [84] in this work.
Figure 4.3: Panorama picture of an outdoor channel “seen” by the cylindrical array at the base station. MPCs with similar angles and delays are grouped into clusters. Color coding represents different clusters.

In the algorithm, the clustering results from the \((n - 1)\)-th snapshot are fed into the clustering initialization in the \(n\)-th snapshot. After applying the KPowerMeans algorithm, the identified clusters are associated with the “old” clusters in the previous snapshot. The cluster association is performed based on the closeness function defined in [84]. An old cluster that cannot be associated with any new cluster is considered “dead” and, similarly, a new cluster without an old counterpart is considered “newborn”.

Cluster tracking is not only applied in the time domain, but can also be used in the spatial domain. Over our large linear array, we observe significant channel variations. MPC estimation, clustering and tracking are performed based on the 10-antenna sliding window mentioned in Section 4.1.1. We then study how cluster behavior varies over the array. The observations are reported in papers IV and V, and also summarized in Chapter 5. These include that 1) some clusters do not exist over the entire array, and 2) for clusters existing over the entire array, their power contributions may vary considerably over the array.
4.3 Channel Power Normalization

In evaluations of massive MIMO performance, raw channel data can be used directly, if measurement SNRs are good enough. Ideally, we do not need channel power normalization, since raw data reflects propagation conditions combined with antenna effects, such as pathloss and fading in a channel. To compare system performance in different scenarios, e.g., using different antenna arrays or when users are located at different places, we may need to normalize the channel power for fair comparisons. How to normalize channel power depends on what we would like to investigate, and the metric used for the investigation.

For MIMO channels, power normalization can be performed across time, frequencies, users and antenna elements. Typically, we would like to keep the power variation over time, i.e., the fading effects. Over frequencies, we also retain the power variation, as OFDM is used and on different subcarriers we have different channel attenuations. In the spatial domain, power variations over antenna arrays should be retained, as they affect MIMO performance. Antennas with higher channel gains contribute more to the system performance, compared to the ones with lower channel gains. This effect becomes significant in massive MIMO, due to large power variations over arrays, as discussed in Chapter 8 and Paper VI.

Channel normalization in this thesis is performed to equalize mean power between users. In MU-MIMO, users can be located near to or far from the base station. Thus they may have significant differences in pathloss and large-scale fading, resulting in very different SINRs in their links. To a certain extent, the differences can be compensated for by power control to pursue fairness in rates among the users. When sum-rate maximization is the objective, as in (2.14) and (2.16), more power has to be allocated to the stronger users and less to the weak ones. In this case, it is difficult to relate MU-MIMO performance to the spatial orthogonality of user channels, i.e., the primary issue we would like to investigate in real massive MIMO channels. We therefore choose to normalize the imbalance in user channel attenuations. Such a normalization is formulated in papers II and III (with different notations) as

\[
\mathbf{h}_{i,\ell,t}^{\text{norm}} = \frac{\tilde{MLT}}{\sum_{t=1}^{T} \sum_{\ell=1}^{L} \| \mathbf{h}_{i,\ell,t}^{\text{raw}} \|^2} \mathbf{h}_{i,\ell,t}^{\text{raw}},
\]

where \( \mathbf{h}_{i,\ell,t} \) is the channel vector from the \( i \)-th user to all \( \tilde{M} \) base station antennas used in a measurement, on the \( \ell \)-th subcarrier and at the \( t \)-th snapshot, \( L \) and \( T \) are the total numbers of subcarriers and snapshots, respectively. In
this thesis, $\tilde{M} = 128$, since our cylindrical and linear arrays are used in measurements. The number of antennas, $M$, may vary in the range $K \leq M \leq \tilde{M}$, for studying the same channel but with different numbers of antennas.

When using the singular value spread of a channel matrix to evaluate user orthogonality, we also perform the normalization in (4.8), see papers II and III. After the normalization, the singular value spread only reflects channel orthogonality, rather than in a mix with the attenuation imbalance between user channels.

We should note that the normalization in (4.8) have an effect of noise scaling. For user channels with lower measurement SNRs, the noise in the channel data is amplified relative to that in channels with higher measurements SNRs.
Chapter 5
Channel Characterization

After proper processing of measurement data, real massive MIMO channel behavior can be characterized. The general question to address is: What are the properties of real massive MIMO channels, as compare to i.i.d. Rayleigh and conventional MIMO channels? In this chapter, let us review the identified channel properties, both at the base station side, when different array types are used, and at the user side, when they are closely located or well distributed. The channel properties help us understand massive MIMO performance in real-life environments, and also provide us an insight into channel modeling.

5.1 Base Station Side

With increasing number of antennas, we may end up with a physically-large array such as our linear array, or we pack antennas into a compact space like the cylindrical array. Different array structures result in different channel behavior, and this will have an impact on massive MIMO performance.

5.1.1 Large Arrays

As the array aperture becomes large, the plane-wave approximation often used in conventional MIMO channels does not hold any more. This is because users or significant scatterers are, most likely, located within the Rayleigh distance of the array. The Rayleigh distance $d_R$, also known as the Fraunhofer distance, roughly defines the boundary of the near- and far-field regions of an antenna or antenna array [64],

$$d_R = \frac{2D_a^2}{\lambda},$$

(5.1)
where $D_a$ is the largest physical dimension of the antenna or antenna array and $\lambda$ the wavelength. In the far field where the distance to the antenna or antenna array, $d$, fulfills $d \gg \lambda$ and $d \gg d_R$, wave propagation is approximated to have plane wavefronts. This approximation often holds for conventional MIMO where $D_a$ is small. In massive MIMO with large $D_a$, the Rayleigh distance $d_R$ becomes large. For example, with our 7.4-m linear array, $d_R \approx 950$ m, at 2.6 GHz. Users or significant scatterers are often located within this distance. Spherical wavefronts are thus experienced over the array.

As a comparison, Figure 5.1 illustrates plane and spherical wavefronts, over small and large arrays, respectively. With plane wavefronts, the phase difference between antenna elements only depends on the incident angle, for given array geometry and antenna patterns. With spherical wavefronts, the phase difference also relates to the propagation distance from a user or a scatterer to the array [90]. This property of spherical wavefronts allows spatial separation of user signals not only in angle but also in depth. With a small array, it can be particularly difficult to separate users being located at the same angle, while with a large array, it may be possible if users have different distances to the array.

In real channels, propagation is not as simple as illustrated in Figure 5.1. Users have line-of-sight (LOS) or none-line-of-sight (NLOS) conditions to the base station, and scatterers exist in the channels. Figure 5.2 shows the estimated angular power spectra (APS) over the linear array, in four LOS scenarios. Dominant components can be observed over the entire array or at most parts of the array. Contributions from strong scatterers can also be seen. Figure 5.3 shows the APS in four NLOS scenarios with rich scattering. In these APS, common characteristics are that the channel varies significantly over the array, and large-scale fading can be experienced - as large as 9 dB in the LOS scenarios and up to 6 dB in the NLOS. In measured channels, we observe very different propagation as compared to i.i.d. Rayleigh. Propagation in an i.i.d. Rayleigh channel is very rich and complex, while the measured channels show “sparsity” in the sense that significant power contributions only come from certain angles.

Spatial variation results in a different pattern of fading and correlation on a large array, as compared to a small array, see Figure 5.4. For conventional MIMO arrays, fading and correlation are often modeled by a Toeplitz structure,

$$T = \begin{bmatrix} a_0 & a_1 & a_2 & \ldots & a_{M-1} \\ a_1^* & a_0 & a_1 & \ldots & a_{M-2} \\ a_2^* & a_1^* & a_0 & \ldots & \vdots \\ \vdots & \vdots & \vdots & \ddots & \ddots \\ a_{M-1}^* & a_{M-2}^* & \ldots & a_1^* & a_0 \end{bmatrix}, \quad (5.2)$$

where $a_i^*$ is the complex conjugate of $a_i$. On average, there is no power variation
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(a) Plane-wave approximation in the far field.

(b) Spherical-wave propagation in the near field.

**Figure 5.1:** Illustration of (a) plane wavefronts over a small array, and (b) spherical wavefronts over a large array.
Figure 5.2: Angular power spectra (APS) over the 128-antenna linear array, from four user locations with LOS characteristics. Color coding represents power contribution in dB.
Figure 5.3: Angular power spectra (APS) over the 128-antenna linear array, from four user locations with NLOS characteristics. Color coding represents power contribution in dB.
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(a) A LOS scenario - user location 2  (b) An NLOS scenario - user location 5

Figure 5.4: Fading and correlation patterns on the 128-antenna linear array, in (a) a LOS scenario, and (b) an NLOS scenario.

over the array, and spatial correlation only depends on the distance between antennas. This structure holds when $M$ is small. In massive MIMO with large $M$, however, fading and correlation structure is far from Toeplitz, as observed in Figure 5.4 and presented in [91].

5.1.2 Compact Arrays

To pack many antennas into a limited space, it is preferable to use rectangular or cylindrical array structures. We have to consider 3D propagation, when arrays extend in both horizontal and vertical dimensions, and also polarization characteristics, when polarized antennas are used to reduce spatial correlation on compact arrays. One example of such a compact array is our 128-element cylindrical array, about 30 cm in both diameter and height (cf. Figure 3.3).

Despite the compactness, the cylindrical array has a similar effect of channel variation over the array, as discussed in papers II and VI. This is, however, due to its circular structure and directive antenna arrangement. As a comparison, fading and correlation patterns on the cylindrical array are shown in Figure 5.5, for the same scenarios as in Figure 5.4 with the linear array. The patterns are, again, different from a Toeplitz structure.

5.2 User Side

The most important advantage of massive MIMO is that user signals can be separated in the spatial domain. Spatial separability of massive MIMO has
been evaluated and confirmed based on measured channels, as reported in papers I-III. Not only for users being located far apart, but closely-spaced users can also be separated even with compact arrays, as shown in Paper III where crowded scenarios are investigated. Propagation effects among closely-spaced users need to be investigated, as they have not been considered in conventional MU-MIMO.

For users being far apart, interacting with different scatterers in the propagation environment, it is relatively easy to spatially separate their signals. Closely-spaced users are most likely interacting with the same scatterers, but in different ways [66]. More precisely, closely-spaced users may interact with different structural details of a physical scatterer, resulting in MPCs with different angles, phases and amplitudes. Based on 3D ray tracing in an urban environment, the study in [92] investigated the duration of MPCs along a path. Figure 5.6 illustrates the propagation effect, where a transmitter is moving and a receiver is fixed, after some distance, the interaction point on a scatterer changes and a different MPC “arises”. We call this distance MPC lifetime. Simulation results in [92] show that most MPCs last for less than 1 m, only a few last for above 10 m, and not much power is present in the long-lasting ones. The observation supports that closely-spaced users have different MPCs interacting with the same scatterer. However, this propagation effect needs to be further investigated using channel measurements.
5.3 Summary of Observed Channel Properties

In summary, propagation mechanisms in a radio channel are independent of antennas and systems, but some propagation properties become more pronounced in massive MIMO. We summarize these important properties influencing massive MIMO performance and that may need to be captured in channel models.

- Spherical wavefronts are experienced over large arrays, as users or significant scatterers are located in the near field of a large array.
- Channel variations over large arrays are significant, in terms of
  - variation in angular power spectrum (APS),
  - variation in power delay profile (PDP),
  - large-scale fading.
- Closely-spaced users often have MPCs interacting with different structural details of the same scatterer, resulting in different MPC parameters.
- 3D propagation becomes important when arrays extend in both horizontal and vertical dimensions.
- Polarization properties become important when polarized antennas are used.

Gaining an understanding of real massive MIMO channel behavior, we now move to the performance evaluation in the next chapter.
Chapter 6

Performance Evaluation in Measured Channels

In Chapter 5, we have seen that real massive MIMO channel characteristics are hardly i.i.d. Rayleigh and also very different from those in conventional MIMO. A major question we would like to address in the thesis is: Can we also harvest massive MIMO advantages in real channels as have been observed in i.i.d. Rayleigh channels?

We evaluate massive MIMO performance based on our measurement data, using metrics such as singular value spreads, capacities and sum-rates. Results from different measurements are presented in papers I-III. In this chapter, we overview the performance evaluation work. In conclusion, the message we would like to convey is: massive MIMO also works well in real propagation environments.

6.1 Singualr Value Spreads

As discussed in Section 2.2, many theoretical advantages of massive MIMO arise because user channels become orthogonal. This happens in i.i.d. Rayleigh channels when $M \rightarrow \infty$, as concluded in (2.21). We would like to evaluate to what degree the claim also holds in measured channels. The evaluation metric we use is the singular value spreads of channel matrices, normalized using (4.8).

Performing singular value decomposition (SVD) of the $K \times M$ normalized channel matrix, for simplicity also denoted by $H$, 

$$H = U \Sigma V^H,$$  \hspace{1cm} (6.1)
where \( U \) and \( V \) are unitary matrices containing the left and right singular vectors, we obtain the singular values \( \sigma_1, \sigma_2, \ldots, \sigma_K \) on the diagonal of the matrix \( \Sigma \). The singular value spread is the ratio

\[
\kappa = \frac{\max_i \sigma_i}{\min_i \sigma_i},
\]

of the maximum and minimum singular values. Since the imbalance in user channel attenuations has been removed by the normalization, \( \kappa \) contains information about how orthogonal the user channel vectors are. The best case is when \( \kappa = 1 \) (20 log_{10} \( \kappa = 0 \) dB) and all user vectors are orthogonal to each other. In this case, all users can be served simultaneously without inter-user interference. The value of \( \kappa \) gets large when user orthogonality is poor. If \( \kappa \to \infty \), it means that at least two user vectors are aligned. By saying “at least”, we mean that the rest of the users may enjoy good channel orthogonality, however, we cannot simply tell from the value of \( \kappa \). For a detailed investigation, we need to look at all the singular values. Assume that \( K_0 \) (\( K_0 \leq K \)) singular values are large and among which the ratio of the maximum and minimum is small, while the other \( K - K_0 \) are small. This indicates that \( K_0 \) users have good channel orthogonality. In the evaluation of massive MIMO channels, we are hoping for small values of \( \kappa \), so that all \( K_0 = K \) users have good channel orthogonality.

Table 6.1 summarizes the statistical results of singular value spreads presented in Paper II \(^1\), for \( K = 4 \) closely-located users, in the semi-urban measurements using linear and cylindrical arrays. When shifting from conventional MIMO (\( M = 4 \)) to massive MIMO (\( M = 128 \)), not only does the median of singular value spreads drop considerably, by 12-15 dB, in the measured channels, but also the dispersion measured by the inter-quartile range (IQR) shrinks to only 0.6-2 dB. The observations indicate that we also harvest improved user channel orthogonality and the effect of channel hardening in measured massive MIMO channels, like in i.i.d. Rayleigh.

### 6.2 Capacities and Sum-rates

Capacities and sum-rates are commonly-used metrics to evaluate system performance, since they indicate the maximum theoretical rates can be achieved in a system. We focus on MU-MIMO downlink capacities and sum-rates, achieved by using DPC and linear precoding schemes, as derived in Section 2.1.2.

In Paper I where a \( K = 2 \) user case is studied, we show that when users have good channel orthogonality, ZF and MMSE perform very close to DPC.

\(^1\)Note that the value of singular value spread in dB is calculated as 20 log_{10} \( \kappa \) in Paper II, but 10 log_{10} \( \kappa \) in Paper III.
Table 6.1: The median [dB] and inter-quartile range (IQR) [dB] of singular value spreads in i.i.d. Rayleigh and measured channels, for $K = 4$ co-located users, in conventional MIMO ($M = 4$) and massive MIMO ($M = 128$). The results are summarized from Paper II.

<table>
<thead>
<tr>
<th>Scenarios and arrays</th>
<th>$M = 4$</th>
<th>$M = 128$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\kappa$-median</td>
<td>$\kappa$-IQR</td>
</tr>
<tr>
<td>I.i.d. Rayleigh</td>
<td>17</td>
<td>7</td>
</tr>
<tr>
<td>NLOS, linear array</td>
<td>17</td>
<td>7</td>
</tr>
<tr>
<td>NLOS, cylindrical array</td>
<td>23</td>
<td>8</td>
</tr>
<tr>
<td>LOS, linear array</td>
<td>23</td>
<td>9</td>
</tr>
<tr>
<td>LOS, cylindrical array</td>
<td>26</td>
<td>8</td>
</tr>
</tbody>
</table>

capacity. When users have very poor channel orthogonality, DPC capacity drops to the performance of single-user transmission, while ZF performs much worse than that. In this case, a time-sharing strategy between users can be used to achieve near-optimal performance. In the measured channels using the cylindrical array, ZF and MMSE can achieve as high as 98% of DPC capacity, with only 20 antennas, for the two-user case. The study indicates a potential of achieving near-optimal performance by using linear precoding in massive MIMO, and combining spatial multiplexing with time-sharing/user-scheduling strategies.

In Paper II, we investigate the measured channels with $K = 4$ and $K = 16$ users, in a semi-urban environment using the linear and cylindrical arrays. With $K = 4$ users, in the worst scenario where users are closely located in LOS conditions, the measured channels perform at 90% and 75% of the DPC capacities achieved in i.i.d. Rayleigh channels, when the number of antennas is above 40. With $K = 16$ users, in the worst scenario, more than 50% can be achieved, when using 128 antennas. The study shows that in real channels we can harvest a large fraction of the performance achieved in i.i.d. Rayleigh channels.

How about linear precoding performance in the measured channels in Paper II? Some unpublished results are shown in Figure 6.1 and Figure 6.2, for $K = 4$ co-located users in NLOS and LOS conditions, respectively. In the signal model, transmit power is scaled down as the number of antennas grows, $p_{dl} = pK/M$. With increasing number of antennas, ZF sum-rates improve dramatically and get close to DPC capacities, while MF performance improves slowly in most cases and may also decrease if user orthogonality is poor. Table 6.2 summarizes DPC capacities and ZF sum-rates in these scenarios, when shifting
from conventional MIMO ($M = 4$) to massive MIMO ($M = 128$). While ZF is not a very efficient scheme in conventional MIMO, improved user orthogonality in real massive MIMO channels allows us to use ZF to achieve near-optimal performance. Also note that the improvement in sum-rates is achieved with reduced transmit power, by as much as 15 dB, from $M = 4$ to $M = 128$.

Paper III studies crowded scenarios with $K = 8$ closely-spaced users. Users have LOS conditions to the cylindrical array at the base station, making spatial separation of their signals particularly difficult. Again, we observe a great improvement in ZF sum-rates, when shifting from conventional MIMO to massive MIMO. Further, we uncover the sum-rates and look at fairness in terms of per-user rates. Sum-rate maximization in (2.16) can result in large unfairness in per-user rates, and in the worst case some users have zero rates. We thus investigate how many of these closely-spaced users are actually “served”, in the sense that they are allocated power and have non-zero rates. The results show that the total amount of transmit power plays an important role, and with the same amount of power available, massive MIMO can “serve” more users than conventional MIMO. This indicates that massive MIMO also achieves better fairness in user rates, thanks to the reduction of inter-user interference.
Figure 6.2: Capacities and sum-rates in i.i.d. Rayleigh channels and the measured channels presented in Paper II, for $K=4$ co-located users in LOS conditions. Transmit power is scaled down linearly with the number of antennas, $p_{dl} = \frac{\rho K}{M}$ where $\rho = 10$ dB.

Table 6.2: Average DPC capacities [bps/Hz] and ZF sum-rates [bps/Hz] in i.i.d. Rayleigh and the measured channels presented in Paper II, for $K=4$ co-located users, in conventional MIMO ($M=4$) and massive MIMO ($M=128$). Transmit power scheme is $p_{dl} = \frac{\rho K}{M}$ where $\rho = 10$ dB.

<table>
<thead>
<tr>
<th>Scenarios and arrays</th>
<th>$M = 4$</th>
<th>$M = 128$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>DPC</td>
<td>ZF</td>
</tr>
<tr>
<td>I.i.d. Rayleigh</td>
<td>11.1</td>
<td>6.3</td>
</tr>
<tr>
<td>NLOS, linear array</td>
<td>10.9</td>
<td>6.1</td>
</tr>
<tr>
<td>NLOS, cylindrical array</td>
<td>9.3</td>
<td>3.5</td>
</tr>
<tr>
<td>LOS, linear array</td>
<td>10.3</td>
<td>3.6</td>
</tr>
<tr>
<td>LOS, cylindrical array</td>
<td>8</td>
<td>2.3</td>
</tr>
</tbody>
</table>
6.3 Summary of Performance Evaluation

With all performance evaluation results, we come to the general conclusion that massive MIMO also works well in real propagation environments. Some factors have an important impact on massive MIMO performance. As a reference for system design and future work, let us summarize these ones, including comments on antenna arrays, linear precoding, antenna selection, user scheduling, and transmit energy.

- Antenna arrays.
  In most cases we have observed that the physically-large linear array is better at separating users than the cylindrical array. This is due to the linear array’s large aperture and the resulting channel variations over the array (cf. Figure 5.2 and Figure 5.3). The cylindrical array, due to its circular structure, is good at separating well-distributed users in different directions. With dual-polarized antennas, the cylindrical array can also make use of polarization diversity offered by propagation environments. This becomes a great advantage since polarization at the user side is usually unknown.

- Linear precoding.
  In conventional MIMO, ZF may not be a good choice due to poor orthogonality of user channels. In massive MIMO, as channel orthogonality improves and becomes stable, ZF can achieve near-optimal performance and thus becomes an attractive choice for massive MIMO precoding. MF shows a slower convergence to the optimal performance, that is to say, more antennas are needed to achieve the same performance as ZF. Despite this, MF outperforms ZF in low-SNR scenarios.

- Antenna selection.
  As observed in measured channels, antennas on both the linear and cylindrical arrays typically have a significant imbalance in their channel gains. This results in, as discussed in Chapter 8 and Paper VI, some antennas contributing more to system performance than others. Antenna selection therefore becomes an effective strategy to reduce system complexity.

- User scheduling.
  Propagation conditions and user distributions have considerable impact on massive MIMO performance. Although massive MIMO greatly improves channel orthogonality, there are some “difficult” scenarios where not all users can be efficiently served at the same time. Some users may
suffer close to zero rates, especially when a lot of them are aggressively multiplexed in the spatial domain. The same effect is also observed when some users are close to the base station while others are far away, resulting in a large imbalance in their channel attenuations. User scheduling can be used as a strategy to guarantee user services and in the end reach better system performance.

• Transmit energy.

As observed in measured channels, system performance can be greatly improved, at the same time transmit power can be lowered by an order of magnitude or more. However, reducing transmit power may not always be the best strategy to harvest large array gains. Guaranteeing good SNRs is also important, in the sense that ZF performs worse than MF in noise-limited scenarios. The situation with MF is different, where higher transmit power induces higher inter-user interference. After a certain point, the number of users that can be served simultaneously will actually decrease, as shown in Paper III.

To design communication schemes and evaluate system performance in an efficient way, we need realistic models that simulate channel statistics with the essential massive MIMO properties. We now move to channel modeling in the next chapter.
Chapter 7

Channel Modeling

As summarized in Chapter 5, several important propagation properties have been identified for real massive MIMO channels. These properties are different from those in conventional MIMO channels, and are also far from i.i.d. Rayleigh used in many theoretical studies. They determine the actual performance of a practical massive MIMO system.

To simulate realistic channels for the development and assessment of a massive MIMO system, an urgent task is to include the important channel properties into channel models. While channel modeling is a big and challenging topic, we overview the modeling work performed during this thesis study.

7.1 General Approaches

When developing a new wireless system, channel measurements, simulations, and field trials are important means to assess the actual performance of the new system. Measurements and trials, however, usually require a large investment in time and effort, as a new system needs to be tested in many propagation environments. Channel models, generating channel statistics with the essential propagation characteristics, is an efficient way of testing the system. Channel models are often implemented as channel simulators, so that various aspects of a system can be evaluated and optimized in a time- and cost-efficient manner.

Generally, physical propagation channels are independent of the systems that operate in them. Propagation mechanisms do not change, e.g., from narrowband to wideband systems, or from SISO to MIMO. The actual difference is in how different systems “resolve” different propagation effects. For example, delay dispersion becomes important in wideband systems, while angular
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Figure 7.1: General approaches of MIMO channel modeling [58,87].

dispersion is vital for MIMO. Channel models, on the other hand, do depend on the target systems for which a model is developed. Channel models are required to be only as complex as necessary, and can neglect propagation effects that do not have a significant impact on the system performance [93]. Hence, the goal of a channel model is to capture the propagation properties that are important to a specific system, while keeping the model simple to implement and use.

With the goal of channel models, different modeling approaches are applied depending on the target system and its intended use. Figure 7.1 shows a classification of the general approaches for MIMO channel modeling. The two main categories are deterministic and stochastic modeling approaches. Deterministic models are typically based on propagation mechanisms in a specific environment using, e.g., ray tracing or electromagnetic-wave theory. The site-specific feature of deterministic models makes them suitable for simulating systems in a specific environment. On the other hand, a physical model containing geographical and morphological information about the environment is required, which can be very complex depending on the environment and the desired modeling accuracy. Further, simulation factors such as the number of launched rays and the order of reflections will determine modeling accuracy and computational complexity.

Stochastic models aim at reproducing essential channel behavior in a statistical sense. Such modeling approaches do not attempt to predict the propagation in a specific environment, but rather to represent the statistical behavior of important propagation properties. A simple example is the Rayleigh fading model. In MIMO channel modeling, two approaches are often used: correlation-
based and geometry-based. Correlative models capture channel correlation properties between antenna elements at the transmitter and/or receiver. The Kronecker model [94] and the Weichselberger model [95] are two popular correlative models often used for analytical studies. A drawback is, however, their incapability of capturing the time-variant nature of propagation channels.

An alternative approach is used in geometry-based stochastic channel models (GSCMs) [96]. In this approach, the geometric location of interacting objects (IOs) and the interaction processes are characterized and modeled. Through very simple ray tracing based on these IOs, the parameters of MPCs can be obtained. An important modeling concept in GSCMs is clusters. As mentioned in Section 4.2, MPCs tend to depart and arrive in clusters. This effect arises because MPCs are created by the interaction with IOs in groups, e.g., a building can form a group of IOs. Based on clusters, GSCMs are simplified because the parameters of a cluster do not change when transmitter and/or receiver move over a relatively large area. In general, the advantages of GSCMs include that 1) directional properties can be easily modeled and implemented, 2) time variation in a channel can be captured through, e.g., the concept of cluster visibility regions, and 3) the influence of antennas can be decoupled from the propagation channel, making GSCMs able to simulate channels with different antenna types. Widely-known GSCMs include the series of the COST models (COST 259 [97,98], 273 [99,100] and 2100 [101]), the WINNER models [77], and the 3GPP Spatial Channel Model (SCM) [102].

In addition to deterministic and stochastic approaches, hybrid modeling is based on a combination of the two. For instance, a GSCM can be used together with ray tracing to determine cluster locations, while MPCs within a cluster are stochastic.

Among different approaches, the main modeling effort in this thesis is based on a cluster-based GSCM - the COST 2100 model [101]. The modeling work is presented in papers IV and V, attempting to extend the conventional COST 2100 model to cover massive MIMO. Modeling based on the Kronecker and Weichselberger models is also performed, and initial results can be found in [103].

7.2 Cluster Models

Among cluster-based GSCMs, the COST 2100 approach provides a generic and flexible framework, making it suitable for modeling multi-user, distributed MIMO and multi-base scenarios [101]. As discussed in Paper V, the COST 2100 framework is also easy to extend so that it captures the identify massive MIMO properties. We thus choose it as our modeling basis and extend it for massive
In the conventional model, clusters have VRs at the terminal side. In the figure, the terminal is located in two cluster VRs, the corresponding clusters are thus “active” and contribute to the channel between the terminal and the base station.

Figure 7.2: The COST 2100 MIMO channel model is based on the concepts of clusters and their visibility regions (VRs) [101]. In the conventional model, clusters have VRs at the terminal side. In the figure, the terminal is located in two cluster VRs, the corresponding clusters are thus “active” and contribute to the channel between the terminal and the base station.

7.2.1 The COST 2100 Model Extensions

The COST 2100 channel model is a cluster-based GSCM that can simulate realistic channels over time, frequency and space. The propagation environment is simulated based on clusters and their visibility regions (VRs), as illustrated in Figure 7.2. Cluster VRs determine how cluster behavior varies when a terminal moves. The idea is that when a terminal moves into a cluster VR, this cluster becomes “active” and contributes to the channel between the terminal and the base station.

In the conventional model, only MIMO with small arrays is considered. When extending for massive MIMO, we attempt to include the channel properties summarized in Section 5.3 into the model. Figure 7.3 and Figure 7.4 illustrate the extensions for massive MIMO scenarios with large arrays and closely-spaced users, respectively.
• For scenarios with large arrays, as shown in Figure 7.3, we extend the concept of cluster VRs to the base station side. Now, a cluster has two VRs, one at the terminal side (MS-VR) and one at the base station side (BS-VR). A cluster is “active” in the channel between a terminal and a base station antenna, when the terminal moves into its MS-VR and the base station antenna is located within its BS-VR. Cluster power variation inside the BS-VR is also considered and modeled. In the extension, channel variation over a large array is captured, in the sense that different parts of the array can be located in different cluster BS-VRs, and within a BS-VR the cluster power contribution also varies. Spherical wavefronts are captured naturally due to the geometrical approach. This model extension is presented in Paper IV.

• For scenarios with closely-spaced users, the users may interact with different structural details of the same physical scatterer, as discussed in Section 5.2. Thus, closely-spaced users can experience different MPCs within the same cluster. In the conventional model, however, users have the same MPCs if they are within the same cluster MS-VRs. This leads to an overestimation of user correlation if they are closely located. In the extension, we introduce the concept of MPC gain function, as shown in Figure 7.4. We randomly assign peak locations for MPCs in a cluster MS-VR. The gain of an MPC to a specific user is determined by the distance of this user to the MPC’s peak location. For now, we model the MPC gain as a 2D Gaussian function. When a user moves further away from an MPC’s peak location, the MPC strength gets weaker and eventually vanishes. This model extension is presented in Paper V.

In addition, the model is also extended to include 3D propagation by introducing elevation angles. Polarization properties are captured by allowing each MPC to have both co-polarized and cross-polarized parts.

7.2.2 Validation of the Model Extensions

Validation against measurements is an essential step to check if the proposed extensions are capable of reproducing statistics in terms of the important massive MIMO properties. We simulate a set of channel data from the model, and compare its statistical behavior with that from measured channels. Ideally, the comparison should be performed without using the measurement data used to develop and parameterize the model. However, this requires more measurements performed in different environments, and so far we do not have such data. In the thesis, we therefore validate the model extensions against our measurements, as an initial validation step.
Figure 7.3: COST 2100 model extension for massive MIMO with large arrays in Paper IV. The modeling concept of cluster visibility regions is extended to the base station side.

Figure 7.4: COST 2100 model extension for scenarios with closely-spaced users in Paper V. The modeling concept of MPC gain functions is introduced.
The most important aspect that we would like to validate for a massive MIMO channel model is user separability. This can be done by evaluating singular value spreads and sum-rates in the simulated channels and comparing the resulting statistics with that in the measured channels. On large arrays, fading and correlation properties produced by the model are also important to validate. For closely-spaced users, it is important to validate the temporal behavior of the channel, when a user is moving over a short distance. Initial validation for scenarios with closely-spaced users is presented in Paper V. The results show that the model extension is able to reproduce channel statistics in terms of singular value spreads, MF sum-rates and temporal behavior. However, statistics of ZF sum-rates from the simulated channels show a mismatch with those from the measured channels. Further validation and model improvements are therefore required.

7.3 Correlative Models

Due to the simplicity, correlative models are often used for MIMO analytical studies. The Kronecker model is particularly popular and also used in many massive MIMO investigations. In this thesis, we use our measurement data to validate two correlative models, the Kronecker and the Weichselberger, for massive MIMO.

A narrowband and spatially-correlated MIMO channel can be modeled as

\[
\text{vec}(H) = R_{\text{full}}^{1/2} \text{vec}(H_{\text{i.i.d}}),
\]

(7.1)

where \(\text{vec}(\cdot)\) is the vectorization of a matrix (stacking the columns of the matrix on top of one another), and \((\cdot)^{1/2}\) is the matrix square-root, \(H_{\text{i.i.d}}\) is an i.i.d. Rayleigh channel, and \(R\) is the full spatial correlation matrix between the transmitter and receiver,

\[
R_{\text{full}} = \mathbb{E}\left\{\text{vec}(H) \text{vec}(H)^H\right\}.
\]

(7.2)

The spatial structure of the MIMO channel is thus represented in \(R_{\text{full}}\). This model, however, needs a large number of parameters, as the number of coefficients in \(R_{\text{full}}\) is \(MK \times MK\).

7.3.1 The Kronecker Model

The Kronecker model is based on the assumption that \(R_{\text{full}}\) can be approximated as the Kronecker product [105],

\[
R_{\text{full}} \approx R_{\text{TX}} \otimes R_{\text{RX}},
\]

(7.3)
of the correlation matrix at the transmit side, \( \mathbf{R}_{\text{TX}} \), and at the receive side, \( \mathbf{R}_{\text{RX}} \), given as

\[
\mathbf{R}_{\text{TX}} = \frac{1}{\beta_{\text{TX}}} \mathbb{E} \{ \mathbf{H} \mathbf{H}^H \}^T, \\
\mathbf{R}_{\text{RX}} = \frac{1}{\beta_{\text{RX}}} \mathbb{E} \{ \mathbf{H} \mathbf{H}^H \},
\]

where \( \beta_{\text{TX}} \) and \( \beta_{\text{RX}} \) are power normalization scalars. The Kronecker model thus approximates the full-correlation model in (7.1) as

\[
\mathbf{H} = \mathbf{R}_{\text{RX}}^{1/2} \mathbb{H}_{\text{i.i.d.}} \left( \mathbf{R}_{\text{TX}}^{1/2} \right)^T,
\]

reducing the number of model parameters to \( M^2 + K^2 \).

The approximation in (7.3) requires \( \mathbf{R}_{\text{TX}} \) and \( \mathbf{R}_{\text{RX}} \) to be independent. However, this only happens when scattering at the transmit side is independent from scattering at the receive side, e.g., when the distance between the transmitter and receiver is large. When the assumption is not valid, the Kronecker model causes artifact paths in the channel, since it forces the scattering at the two ends to be independent [106, 107]. The Kronecker model is found to consistently underestimate channel capacity [58]. The underestimation may become more severe in massive MIMO, as large arrays can resolve more scatterers, scattering at the two ends are more likely to be coupled than for small arrays.

### 7.3.2 The Weichselberger Model

The Weichselberger model extends the Kronecker one by introducing coupling between link ends [95]. A power coupling matrix \( \mathbf{\Omega} \) is applied between the eigenbases of \( \mathbf{R}_{\text{TX}} \) and \( \mathbf{R}_{\text{RX}} \), given as [108]

\[
\mathbf{\Omega} = \mathbb{E} \{ (\mathbf{U}_{\text{RX}}^H \mathbf{H} \mathbf{U}_{\text{TX}}^* ) \odot (\mathbf{U}_{\text{RX}}^H \mathbf{H} \mathbf{U}_{\text{TX}}^* ) \},
\]

where \( \odot \) is the Hadamard (element-wise) product of two matrices, and \( \mathbf{U}_{\text{TX}} \) and \( \mathbf{U}_{\text{RX}} \) are the eigenbases. The coupling coefficient \( \mathbb{E} \{ \| \mathbf{u}_{\text{RX},i}^H \mathbf{H} \mathbf{u}_{\text{TX},j}^* \|^2 \} \) is the average power coupled between the \( i \)-th receive eigenvector and \( j \)-th transmit eigenvector. Introducing the coupling, the Weichselberger model becomes [58,95,108]

\[
\mathbf{H} = \mathbf{U}_{\text{RX}} \left( \sqrt{\mathbf{\Omega}} \odot \mathbb{H}_{\text{i.i.d.}} \right) \mathbf{U}_{\text{TX}}^T,
\]

where \( \sqrt{\cdot} \) is the element-wise square-root of a matrix.
7.3.3 Validation for Massive MIMO

Validation results based on our measurements are shown in Figure 7.5, for scenarios with closely-spaced users. With the 128-antenna linear array, the Kronecker model underestimates the sum-rate capacities achieved in the measured channels, and the mismatch is as high as 20-50%. The Weichselberger model performs better by introducing coupling, and the mismatch is below 20%. With the 128-element cylindrical array, it is interesting to observe that both the Kronecker and Weichselberger models have a good estimation of the capacities in the measured channels. This is possibly because only a small part of the cylindrical array contributes the most to the capacity, if users are closely located.

The validation gives us initial insights into analytical models for massive MIMO. More work is needed to understand the observations in Figure 7.5. When both $M$ and $K$ become large, the number of model parameters increases dramatically. How to reduce the number of parameters is a challenge. Potentially, the standard Kronecker and Weichselberger models can be modified for massive MIMO, but further analysis is required.
Chapter 8

Simplifying Hardware by Antenna Selection

When implementing a massive MIMO system, we face the challenge of hardware complexity. As mentioned in Section 2.3, the hardware complexity increases with the number of antennas and RF chains. This may result in a “massive” system with high cost and energy consumption. The question we address here is: Can we simplify massive MIMO hardware by removing RF chains, while largely maintaining the system performance? The proposed solution is antenna selection, and the investigations based on measured channels are presented in Paper VI and [110]. In this chapter, let us review massive MIMO antenna selection.

8.1 Antenna Selection

Cutting off RF chains is a direct way to simplify massive MIMO hardware, however, this leads to performance reductions. In order to make the performance reduction as small as possible, we can exploit the spatial domain and select the “best” antenna signals for further processing, while discarding the rest. In this way, high system performance may still be achieved with fewer than the full number of RF chains.

The effectiveness of antenna selection depends on channel properties. In i.i.d. Rayleigh, antennas contribute almost equally to the system performance, when averaging over a moderately-wide bandwidth. In other words, no specific antenna outperforms the others. In real massive MIMO channels, the situation is different. Inspired by Figure 5.4 and Figure 5.5 showing the fading and
correlation on the linear and cylindrical arrays, we believe some antennas do contribute more than others.

Paper VI investigates the effectiveness of antenna selection in measured massive MIMO channels, under different propagation conditions and with different numbers of users. Maximization of sum-rate capacity in the downlink is set as the objective for the antenna selection. Observations from this work are summarized as follows.

- **Antenna selection is more effective when users are closely located, especially under LOS conditions.** When users are well-distributed and under NLOS conditions, antenna selection is less effective but still performs better than in i.i.d. Rayleigh channels.

- **Generally, antenna selection is more effective with the cylindrical array than with the linear array.** With the linear array, the effectiveness significantly reduces as the number of users increases.

- **In all investigated scenarios with up to $K = 40$ users, only 50-90 RF chains are required to achieve 90% of the full MIMO performance with 128 RF chains.** This indicates that a large number of RF chains can be reduced with only 10% performance loss.

- **Finding the antenna subset that maximizes the sum-rate is a relatively complex task.** However, we have demonstrated in the measured channels that a simple selection scheme, based only on received signal power at each antenna, perform very close to the algorithm that maximizes the capacity. By only measuring received power on each antenna, this scheme can make a decision on antenna selection before any CSI estimation is performed and without complex processing.

- **The capacity-maximizing algorithm finds a tradeoff between the channel gain at each antenna and the correlation among them.** In massive MIMO, thanks to significant power variations over arrays, as discussed in Section 5.1, the simple power-based scheme performs close to the capacity-maximizing algorithm.

As a result, we consider antenna selection a promising and practical technique to reduce massive MIMO implementation complexity, and more importantly, this by using simple selection schemes.

### 8.2 Switching Networks

With fewer RF chains than the available antennas, an RF switch is required, as shown Figure 8.1. As numbers of antennas $M$ and RF chains $N$ grow large,
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The RF switch may become very complex, and incur a loss in output signal quality due to insertion loss and cross talk. At the end, a complex RF switch may degrade antenna selection performance.

The study in [110] investigates a simpler solution for the RF switching network. The full switching, shown in Figure 8.2(a), is compared to a proposed binary-switching architecture, shown in Figure 8.2(b). In the comparison, we have used $N = \frac{M}{2}$ RF chains. The binary switching has lower complexity and thus better signal quality, but the number of possible antenna combinations is also much smaller than with full switching, i.e., $2^N \ll \binom{M}{N}$ when $M$ and $N$ are large. Thus the binary-switching network introduces a degradation in antenna selection performance. Despite this, [110] shows that the performance degradation due to binary switching is very small in our massive MIMO scenarios with an SNR loss less than 0.5 dB. The results indicate a potential for further simplifications of massive MIMO hardware.
This chapter summarizes the research contributions during the thesis work, draws general conclusions, and discusses future work.

9.1 Research Contributions

The contributions of the six papers included in this thesis are summarized here. Regarding the contributions from my side, I was responsible for designing and performing massive MIMO channel measurements, except for the measurements in Paper I. With the obtained measurement data, I was responsible for data processing, analysis, and evaluation of results. I was involved in implementing the used algorithms, including the SAGE algorithm as well as the clustering and tracking algorithm. I took the lead in writing the papers, except for Paper III.

9.1.1 Paper I: Linear Precoding Performance in Measured Very-Large MIMO Channels

This paper is the first paper that evaluates massive MIMO performance in real propagation channels. Theoretical investigations, based on i.i.d. Rayleigh channels with unlimited antenna numbers, have shown many advantages of massive MIMO, as discussed in Section 2.2. The most important phenomenon is that users tend to have orthogonal channels, with increasing number of base station antennas. In real channels, however, we need to know what benefits
we can get from very large, but limited, numbers of antennas. Measurement
data obtained in a residential area with an indoor base station was used for the
investigation.

The results in the paper show that user channel orthogonality improves
with increasing number of antennas in the measured channels, and for two
users there is very little improvement beyond 20 antennas. For the two-user
case, DPC capacity and linear precoding sum-rates were derived and evaluated
numerically. In the measured channels, linear precoding achieves sum-rates as
high as 98% of DPC capacity, already at 20 base station antennas. The study
points out that massive MIMO is a promising technique even in real channels
with a limited number of antennas. This paper motivates further studies of
massive MIMO in real propagation environments.

9.1.2 Paper II: Massive MIMO Performance Evaluation
Based on Measured Propagation Data

This paper gives a deeper insight into how massive MIMO performs in real
channels. Outdoor channel measurements targeting massive MIMO were per-
formed, as described in Section 3.3.1. Two types of base station antenna arrays,
a virtual linear and a switched cylindrical, both with 128 elements, were used in
the measurements, allowing for performance comparisons. Propagation char-
acteristics using the two arrays in representative scenarios were investigated
and illustrated, through what we call spatial fingerprints. By studying propa-
gation characteristics, massive MIMO performance in measured channels can
therefore be better understood.

Compared to the two-user case in Paper I, this paper extends the num-
ber of users to four and sixteen. Based on the measured channels, singular
value spreads and sum-rate capacities were investigated and compared to those
obtained in i.i.d. Rayleigh channels. The results show that in the measured
channels user orthogonality improves and the channel-hardening effect rein-
forces with increasing number of antennas, as in i.i.d. Rayleigh channels. The
measured channels can achieve a large proportion of the sum-rate capacities
achieved in i.i.d. Rayleigh channels, even when users are closely located.

This paper further brings massive MIMO from theory to reality, by showing
that the theoretical advantages of massive MIMO can also be harvested in real-
life environments.
9.1.3 Paper III: Spatial Separation of Closely-Spaced Users in Measured Massive Multi-User MIMO Channels

This paper focuses on a specific type of massive MIMO scenarios – users being closely located. It targets one of the 5G scenarios [65], for improving services in crowded places such as stadiums during sports events, open squares, open exhibitions, and festivals. From Paper II, we have observed that signals of closely-located users can be spatially separated by massive MIMO. The investigations there, however, assume “virtual users” created by combining measurements taken at different time instants and locations. In this paper, channel measurements were performed with multiple synchronized users, as discussed in Section 3.3.2. The measurements provide more accurate relative phases than assuming virtual users, and allows for studying the dynamic properties of the channel with user influence. Users were confined in a 5-m diameter circle and, in some measurements, with additional people around.

The performance evaluation results show that massive MIMO, indeed, is capable of separating closely-located users, even in LOS conditions. By increasing the number of antennas, many more users share a much higher sum-rate, as compared to conventional MIMO with up to 8 antennas. This paper indicates that massive MIMO has the potential to enhance the quality of service (QoS) in crowded scenarios.

9.1.4 Paper IV: Massive MIMO Channels – Measurements and Models

Papers I-III have shown very promising properties of massive MIMO in real channels. This paper focuses on channel characterization and modeling for massive MIMO with physically-large arrays. Key propagation characteristics were identified from measured channels, as discussed in Section 5.1. To model these characteristics, the COST 2100 MIMO channel model was adopted as a basis. An extension of the model was proposed to include important channel properties when large arrays are used at base stations. In the new model, the concept of cluster visibility regions (VRs) is extended to the base station side. New model parameters were introduced, and statistical models for those parameters were found based on measurement data.

This paper proposes a cluster-based modeling concept for extending a conventional MIMO channel model to include massive MIMO behavior. Although the model extension is not fully complete yet, in terms of parameterization and validation, it serves as a start of massive MIMO channel modeling.
9.1.5 Paper V: Massive MIMO Channel Modeling – the COST 2100 Extension

Following up on Paper IV, this paper gives a broader picture of massive MIMO channel modeling and the COST 2100 model extensions. Modeling approaches and scopes were discussed, and model extensions were suggested. The extensions include 3D propagation, polarization properties, cluster behavior at the base station side for scenarios with large arrays, and MPC gain functions for scenarios with closely-spaced users. Model parameters for these extensions were reported, and initial validation against measurements was also performed.

The validation results show that the extended model is capable of reproducing massive MIMO channel statistics, in terms of singular value spread, sum-rate and temporal behavior. The model still needs to be improved in terms of parameterization for more scenarios and further validation, but this paper is a step towards a complete massive MIMO channel model that can be used for simulations.

9.1.6 Paper VI: Massive MIMO in Real Propagation Environments: Do All Antennas Contribute Equally?

Inspired by the observed massive MIMO characteristics in real channels, this paper aims at exploiting the large spatial degrees of freedom to reduce system complexity. Antenna selection is considered a technique for that purpose. By selecting the “best” antenna channels, some RF chains can be switched off while largely maintaining a required performance level. Scenarios with different propagation conditions were investigated, for evaluating the effectiveness of antenna selection in real channels. While antenna selection is not an effective strategy in i.i.d. Rayleigh channels, results based on measured channels show that a substantial number of RF chains can be switched off without a significant performance loss. Furthermore, a simple selection scheme, based on measuring only received power at each antenna, was found to perform near-optimal, in terms of sum-rate capacity achieved by more complex selection schemes.

As complexity is one of the main challenges in massive MIMO implementation, this paper points out a promising technique to greatly simplify massive MIMO hardware, and more importantly, this by using very simple algorithms.

9.2 General Conclusions and Future Work

With the five years’ thesis work presented in the included papers and reviewed in the previous chapters, let us draw some general conclusions here and look into topics for future work.
9.2.1 General Conclusions

From the studies of massive MIMO behavior and performance in real propagation environments, the following general conclusions are drawn.

- Theoretical advantages of Massive MIMO, as observed in i.i.d. Rayleigh channels, have been confirmed in real propagation channels using practical antenna arrays. These advantages include improved user orthogonality, channel hardening effects, improved spectral and transmit-energy efficiency, and near-optimal performance achieved by linear precoding/detection schemes.

- Through spatial multiplexing, many more users can be served in the same time-frequency resource, and they share a much higher data rate than in conventional MU-MIMO systems. Spatial multiplexing not only applies to users being located far apart, but also to closely-located users, e.g., in crowded scenarios.

- Important channel effects have been identified for massive MIMO scenarios. When large arrays are used at base stations, spherical wavefronts and spatial variations over arrays need to be considered. In scenarios with closely-spaced users, users interacting with different details on the same physical scatterer accounts for good spatial separability.

- The identified channel properties for massive MIMO have been modeled based on measurement data, and incorporated into a conventional MIMO channel model. Extensions of the COST 2100 MIMO channel model have been proposed for massive MIMO.

- Massive MIMO channel characteristics in real environments have been shown to allow for an efficient use of antenna selection. Hardware complexity in massive MIMO can therefore be greatly reduced without a significant performance loss. Fewer RF chains can be deployed together with simple RF switching networks, using simple antenna selection algorithms.

9.2.2 Future Work

As massive MIMO is still a relatively new research area in wireless communications, there are many topics for future work, including theoretical investigations, propagation measurements, antenna and system designs, and implementation issues. Related to the work in this thesis, I have considered the following topics for future studies.
• As massive MIMO is capable of serving many users simultaneously, it would be interesting to investigate the practical limits. How many users can be aggressively served through spatial multiplexing in a realistic propagation environment? This, of course, depends on propagation conditions, and user scheduling may also play an important role. There are visions that massive MIMO can be potentially combined with IoT, where enormous number of connected devices or sensors are the big challenge.

• As CSI acquisition is a challenge in massive MIMO, channel aging effects in the time and frequency domains are important to investigate. How often in time and how far apart in frequency do we need to sample the channel? To some extent, this is determined by the coherence time and coherence bandwidth from scenario to scenario.

• Regarding antenna arrays, cylindrical and linear arrays have been studied and compared in the thesis work. Other array structures, such as planar arrays, should also be studied. While array design is another topic, understanding massive MIMO channel behavior with different array geometries is important for performance evaluations, channel modeling, and finally, system deployments.

• The development of a complete massive MIMO channel model is an urgent task. The proposed extensions of the COST 2100 model need to be further improved, including the parameterization for more scenarios and the validation based on more measurements. In addition to the COST 2100 model, analytical models such as the correlative models may also be derived and validated for massive MIMO. A good massive MIMO channel model will make a big contribution to the research area.

• Regarding new channel measurements, outdoor-to-indoor scenarios are particularly interesting, as indoor coverage from outdoor base stations is a challenge for the operators. Scenarios with temporary blocking in a packet transmission interval, e.g., dynamic shadowing or a sudden change of scatterer behavior, should also be investigated, as enhanced QoS is one of the goals for the next generation networks.

• Due to the much higher resolution of massive MIMO in the spatial domain, compared to conventional MIMO systems, propagation environments are “sensed” or “scanned” on a much larger scale than before. When channel estimation is performed across users, antenna elements, time instants and frequencies, we obtain a large amount of channel data that can be stored and analyzed. We can view it as “big data” in wireless communications, and apply tools from that area, such as data mining,
machine learning, etc., to approach massive MIMO channels in a new way.

Massive MIMO is far from fully-exploited. With respect to propagation channels in real-life environments, there are many interesting aspects to study, and there are many new possibilities that have not been exploited yet. On “massive” uses of the spatial domain, personally, I foresee a promising future of this technology.
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Part II

Included Papers
Linear Precoding Performance in Measured Very-Large MIMO Channels

Wireless communication using very-large multiple-input multiple-output (MIMO) antennas is a new research field, where base stations are equipped with a very large number of antennas as compared to previously considered systems. In theory, as the number of antennas increases, propagation properties that were random before start to become deterministic. Theoretical investigations with independent identically distributed (i.i.d.) complex Gaussian (Rayleigh fading) channels and unlimited number of antennas have been done, but in practice we need to know what benefits we can get from very large, but limited, number of antenna elements in realistic propagation environments. In this study we evaluate properties of measured residential-area channels, where the base station is equipped with 128 antenna ports. An important property to consider is the orthogonality between channels to different users, since this property tells us how advanced multi-user MIMO (MU-MIMO) precoding schemes we need in the downlink. We show that orthogonality improves with increasing number of antennas, but for two single-antenna users there is very little improvement beyond 20 antennas. We also evaluate sum-rate performance for two linear precoding schemes, zero-forcing (ZF) and minimum mean squared-error (MMSE), as a function of the number of base station antennas. Already at 20 base station antennas these linear precoding schemes reach 98% of the optimal dirty-paper coding (DPC) capacity for the measured channels.

1 Introduction

Multiple-antenna (MIMO) technology for wireless communications is becoming mature and has been incorporated into many advanced standards such as HSPA and LTE [1]. Basically the more antennas the transceivers are equipped with, the better performance can be obtained in terms of data rate and link reliability. The price to pay is increased complexity of hardware and signal processing at both ends. In classical point-to-point single-user MIMO systems (SU-MIMO), the multiplexing gain may disappear when the signal power is low, relative to interference and noise, or in propagation environments with dominating line-of-sight or insufficient scatterers. SU-MIMO systems also require complex and expensive multiple-antenna terminals. Practical size limitations on terminals also limit the number of antennas that can be used and thereby the achievable multiplexing gains.

To overcome these drawbacks of SU-MIMO, multi-user MIMO (MU-MIMO) with single-antenna terminals and an unlimited number of base station antennas is investigated in [2]. This approach involves MU-MIMO operation with an infinite number of base station antennas in a multi-cell environment. It is shown that all the effects of uncorrelated noise and fast fading disappear, as does the intra-cell interference, and the only remaining impediment is the inter-cell interference due to pilot contamination. All of these motivate entirely new theoretical research on signal processing, coding and network design for such very-large MIMO systems. The vision put forward in [2] is that the base station array would consist of a very large number of small active antenna units, each of which uses extremely low power.

The assumption of an unlimited number of base station antennas in [2] greatly simplifies the theoretical analysis. In a practical system, however, the number of antennas cannot be arbitrarily large due to physical constraints. From a feasibility point of view, it is reasonable to ask how large the antenna array should be. The answer depends on the propagation environment, but in general, the asymptotic results of random matrix theory can be observed even for relatively small dimensions.

The analysis in [2] assumes that inner products between propagation vectors of different users grow at a lesser rate than inner products of propagation vectors with themselves, i.e., the user channels are asymptotically orthogonal. Experimental work is clearly of great importance to investigate the range of validity of this assumption. Therefore, in the initial phase of this new research in wireless communications, we study how well the measurements resemble the theoretical results and what benefits we can obtain at very-large, but limited, number of base-station antennas.

In the present paper, we study the linear precoding performance in mea-
sured very-large MIMO downlink channels. We consider a single-cell environment in which a base station with a very-large antenna array serves a number of single-antenna users simultaneously. The interference between cells and pilot contamination issues are therefore not addressed in this paper. Channel measurements were done with a 128-antenna base station in a residential area. To the best of the authors’ knowledge, there are no other studies performed on this type of systems, with this high a number of antennas.

In Sec. 2 we describe our system model and define a number of measures. In Sec. 3 we describe the measurement setup and the residential-area environment where the measurements are performed. As a basis for our comparison of systems with more or less base station antennas we describe a number of precoding schemes in Sec. 4 – both the linear zero-forcing (ZF) and minimum mean squared-error (MMSE) precoders, as well as the optimal dirty-paper coding (DPC). System performance is then evaluated in Sec. 5 for different number of antennas and we show how the low-complex linear precoders perform in relation to the optimal DPC scheme. Finally, we summarize our contributions and draw conclusions in Sec. 6.

2 System Description

We consider the downlink of a single-cell MU-MIMO system: the base station is equipped with $M$ antennas, and serves $K$ single-antenna users. The total transmit power is constrained to an average of $P_t$. The composite received $K \times 1$ vector $y$ at the users can be described as

$$y = \sqrt{\rho} H z + n,$$

where $H$ is a composite $K \times M$ channel matrix, $z$ is the transmitted vector across the $M$ antennas, and $n$ is a noise vector with unit variance. The variable $\rho$ contains the transmit energy and channel energy so that the total power in $H$ is $K$ and $z$ satisfies $\mathbb{E} \{ \| z \|^2 \} = 1$. The $M \times 1$ transmit vector $z$ contains a precoded version of the $K \times 1$ data symbol vector $x$. Through precoding at the transmit side we have

$$z = U x,$$

where $U$ is a $M \times K$ precoding matrix including power allocation to the data symbols. The vector $x$ comprises data symbols from an alphabet $X$, and each entry has unit average energy, i.e. $\mathbb{E} \{ |x_k|^2 \} = 1, k = 1, 2, \ldots, K$. Taken together, the energy constraints on $z$ and $z$ yield an energy constraint on $U$: $\text{Tr}(U^H U) = 1$, where $\text{Tr}(\cdot)$ is the trace-operator and $(\cdot)^H$ denotes the Hermitian transpose.

To facilitate analytical derivation of precoders and their performance, we will assume that the number of users is $K = 2$. The input-output relation of the
Figure 1: System model of a MU-MIMO system with an $M$-antenna base station and two single-antenna users.

channel for this two-user case is shown in Fig. 1. The Gram matrix associated with $H$ can be expressed as

$$G \triangleq HH^H = \begin{bmatrix} 1 + g & \delta \\ \delta^* & 1 - g \end{bmatrix},$$

(3)

where $g$ denotes the power imbalance between the two user channels, and $\delta$ is a factor measuring the correlation between the two channels. Since we can permute the rows of $H$ at will, we can without loss of generality assume that $0 \leq g < 1$. The correlation between the channels to the two users can be expressed as $|\delta|/\sqrt{1-g^2}$. Further, we require $|\delta| < \sqrt{1-g^2}$ in order to have a positive definite matrix $G$.

3 Measurement Scenario

The channel measurements were carried out in a residential area north of Lund city center, Sweden. Fig. 2 shows an overview of the measurement area, where the numbers indicate specific houses. The measurements were originally performed with the aim of studying channel properties for residential femto-cell systems [3]. However, the large receive array with 128 antenna ports also enables this study of very-large MIMO channels. The receive antenna array was
placed upstairs in house 63, which is shown at street level in Fig. 3. This array is a cylindrical patch array having 16 dual polarized antennas in each circle and 4 such circles stacked on top of each other, giving in total 128 antenna ports. The left part of Fig. 4 shows this large antenna array. The diameter is 29.4 cm and the height is 28.3 cm. The distance between adjacent antennas is about 6 cm, half a wavelength at the 2.6 GHz carrier frequency used. The transmit antenna array was placed indoors and outdoors at different positions, therefore indoor-to-outdoor-to-indoor and outdoor-to-indoor channels were measured. The right part of Fig. 4 shows the transmit array which consists of a planar patch array having 2 rows of 8 dual polarized antennas, giving in total 32 antenna ports. The outdoor-to-indoor channels are selected for very-large MIMO study, as we consider the scenario in which the users are outdoors around the base station. The outdoor measurement positions were (to the west of) houses 29, 33, 37, 41, 43, 45, 47, 49, 51, and 53, respectively. The measurement data was recorded with the RUSK LUND channel sounder at a carrier frequency of 2.6 GHz and a signal bandwidth of 50 MHz. At each measurement position, the transmit antenna was moved along a 5-10 m straight line parallel to the direction of antenna array back-plane.

For this very-large MIMO study, we extract the measurement data to form MU-MIMO channels. The first antenna in the 32-antenna transmit array is selected to represent a single-antenna user terminal. Through all the measure-
**Figure 3:** Street level view of the measurement area, house 63, in which the receive antenna array was positioned.

**Figure 4:** Receive antenna array (left) and transmit antenna array (right).
ment positions, we can have several different users. In this paper we concentrate on the two-user case, where two different positions are selected randomly. The receive antenna array positioned in house 63 represents an indoor base station.

4 Precoding Schemes

In this section we derive closed form expressions for DPC capacity and linear precoding sum rates for two-user case, using the system model in Sec. 2.

4.1 Dirty-Paper Coding

The optimal sum rate in the downlink of a MU-MIMO system can be achieved by the interference pre-subtraction coding technique called dirty-paper coding (DPC), as long as the transmitter has perfect side information about the additive interference at the receiver [4]. The optimal DPC capacity for the two-user case is given as

$$C_{\text{DPC}} = \max_{P_1, P_2} \log_2 \det \left( I + \rho H^H P H \right),$$

where $P$ is a $2 \times 2$ diagonal matrix for power allocation with $P_1$ and $P_2$ on its main diagonal. The DPC capacity is maximized by optimizing over the power allocation under constraint that $P_1 + P_2 = 1$. By substituting the Gram matrix $G$ in (3) into (4), we find the optimal power allocation as

$$ (P_1)_{\text{DPC}}^{\text{opt}} = \begin{cases} \frac{1}{2} + \frac{g}{\rho (1-g^2-|\delta|^2)}, & |\delta|^2 \leq \delta_{\text{th}} \\ 1, & |\delta|^2 > \delta_{\text{th}}. \end{cases} ,$$

where $\delta_{\text{th}} = 1 - g^2 - 2g/\rho$. The corresponding DPC capacity becomes

$$C_{\text{DPC}} = \begin{cases} \log_2 \left[ 1 + \rho + \frac{g^2 (1-g^2-|\delta|^2)^2}{4(1-g^2-|\delta|^2)} \right], & |\delta|^2 \leq \delta_{\text{th}} \\ \log_2 [1 + \rho (1+g)], & |\delta|^2 > \delta_{\text{th}}. \end{cases}$$

(6)

If $|\delta|^2$ is higher than a certain threshold $\delta_{\text{th}}$, all power will be allocated to the user with the stronger channel, and the DPC capacity becomes the same as the single-user transmission rate

$$C_{\text{SU}} = \log_2 [1 + \rho (1+g)].$$

Although optimal sum rate can be achieved, DPC is far too complex to be implemented in practice. We hence take the optimal DPC capacity as a benchmark for the sum rates achieved by the linear precoding schemes, ZF and MMSE, which are of more practical interest.
4.2 Linear Precoding Schemes

The precoding matrix $U$ can be decomposed as

$$U = \frac{1}{\sqrt{\gamma}} W \sqrt{P},$$  \hspace{1cm} (8)

where $W$ represents a particular linear precoding algorithm, $P$ is the power allocation matrix, and $\gamma$ is used to normalize the total transmit power in $z$ to unity. Therefore, from $\text{Tr}(U^H U) = 1$, the power normalization factor $\gamma$ should be

$$\gamma = \text{Tr} \left( PW^H W \right).$$  \hspace{1cm} (9)

**ZF Precoding Scheme.** ZF precoding eliminates the interference by transmitting the signals towards the intended user with nulls in the “direction” of other users. The ZF precoder is given as

$$W_{ZF} = H^\dagger,$$  \hspace{1cm} (10)

where $H^\dagger = H^H (HH^H)^{-1}$ is the pseudoinverse of the channel matrix $H$. Using ZF precoding, the signal model becomes

$$y = \sqrt{\rho/\gamma} P x + n.$$  \hspace{1cm} (11)

Since perfect nulling makes this scheme interference free, the sum rate can be calculated as

$$C_{ZF} = \max_{P_1, P_2} \sum_{i=1}^2 \log_2 \left( 1 + \frac{\rho P_i}{\gamma} \right),$$  \hspace{1cm} (12)

subject to $P_1 + P_2 = 1$. By substituting the ZF precoder and power allocation matrix into (9), and letting $P_2 = 1 - P_1$ we obtain the normalization factor

$$\gamma = \frac{1 + g - 2P_1 g}{1 - g^2 - |\delta|^2}.$$  \hspace{1cm} (13)

Inserting this $\gamma$ into (12), we find the optimal power allocation

$$(P_1)_{ZF}^{\text{opt}} = \begin{cases} \frac{1}{2} \left[ 1 + g + \frac{2g(1-g^2)}{\rho(1-g^2-|\delta|^2)+2g^2} \right], & |\delta|^2 \leq \delta_{th} \\ 1, & |\delta|^2 > \delta_{th}. \end{cases}$$  \hspace{1cm} (14)

The resulting sum rate for ZF precoding becomes

$$C_{ZF} = \begin{cases} \log_2 \left[ \frac{(2+\rho(1-g^2-|\delta|^2))^2}{4(1-g^2)} \right], & |\delta|^2 \leq \delta_{th} \\ \log_2 \left[ 1 + \frac{\rho(1-g^2-|\delta|^2)}{1-g} \right], & |\delta|^2 > \delta_{th}. \end{cases}$$  \hspace{1cm} (15)
The ZF interference cancellation has significant signal power penalty if the two user channels are highly correlated. From (15) we can see that the capacity goes to zero when the channel correlation is high (low orthogonality), i.e. when $|\delta|$ approaches $\sqrt{1-g^2}$.

**MMSE Precoding Scheme.** MMSE precoding can trade interference suppression against signal power efficiency. The optimal MMSE precoder is given by [5]

$$W_{\text{MMSE}} = H^H (HH^H + \alpha I)^{-1}, \quad (16)$$

where $\alpha = K/\rho$, or in our case, $\alpha = 2/\rho$. At high SNRs ($\alpha$ small) the MMSE precoder approaches the ZF precoder, while at low SNRs ($\alpha$ large) the MMSE precoder approaches the matched filter (MF) precoder. In [6], the power allocation, i.e. the matrix $P$, is also considered in minimizing the mean square error, but in this paper we optimize $P$ to get the maximal sum rate.

The equivalent signal model of MMSE precoding scheme can be written as

$$y = \sqrt{\rho} G (G + \alpha I)^{-1} \sqrt{P} x + n, \quad (17)$$

where the normalization factor $\gamma$ is

$$\gamma = \frac{2P_1 g \left( \alpha^2 - 1 + g^2 + |\delta|^2 \right)}{\left((1+g+\alpha)(1-g-\alpha)-|\delta|^2\right)^2} + \frac{(1+g+\alpha)^2 (1-g) - (1+g+2\alpha) |\delta|^2}{\left((1+g+\alpha)(1-g-\alpha)-|\delta|^2\right)^2}. \quad (18)$$

Therefore, the two signal branches can be expressed by parameters $\rho$, $g$, $\delta$ and power allocations $P_1$ and $P_2$. We can calculate the SINR and then obtain the sum rate of the MMSE precoding scheme, subject to $P_1 + P_2 = 1$, as

$$C_{\text{MMSE}} = \max_{P_1, P_2} \sum_{i=1}^{2} \log_2 (1 + \text{SINR}_i), \quad (19)$$

where

$$\text{SINR}_1 = \frac{\rho P_1 \left((1+g)(1-g+\alpha) - |\delta|^2\right)^2}{\rho P_2 \alpha^2 |\delta|^2 + \gamma \left((1+g+\alpha)(1-g+\alpha)-|\delta|^2\right)^2}, \quad (20)$$

and

$$\text{SINR}_2 = \frac{\rho P_2 \left((1-g)(1+g+\alpha) - |\delta|^2\right)^2}{\rho P_1 \alpha^2 |\delta|^2 + \gamma \left((1+g+\alpha)(1-g+\alpha)-|\delta|^2\right)^2}. \quad (21)$$
Closed form expressions of optimal power allocation and maximized sum rate can be reached but are far too long and complicated to be given here, but in the case of $g=0$, a simple expression of the sum rate is obtained as

$$C_{\text{MMSE}}|_{g=0} = 2 \log_2 \left[ 1 + \frac{\rho}{2} \left( 1 - \frac{\rho}{\rho + 2 |\delta|^2} \right) \right]. \quad (22)$$

5 Performance Comparison

Using the closed form sum rate expressions above, we first study how the DPC capacity and linear precoding sum rates are affected by correlation and power imbalance between user channels. We then let the number of base station antennas grow large, both for measured channels and simulated i.i.d. Gaussian channels, to see to what degree a realistic propagation environment decorrelates the user channels. Finally, we compare the linear precoding sum rates with the DPC capacity as the number of antennas increases.

5.1 Numerical Evaluation

It can be seen from the expressions above that if the channel correlation approaches zero, i.e., $|\delta| \approx 0$, ZF and MMSE precoding sum rates become equal to the DPC capacity,

$$C_{\text{ZF,MMSE,DPC}} = \log_2 \left[ \frac{(2 + \rho (1 - g^2))^2}{4 (1 - g^2)} \right]. \quad (23)$$

If the channel correlation grows very high, i.e. $|\delta|$ approaches $\sqrt{1 - g^2}$, signal power would only be transmitted over the stronger user channel, and the other user would get zero capacity. In that case, $C_{\text{MMSE}}$ and $C_{\text{DPC}}$ become equal to the single user transmission rate in (7), while $C_{\text{ZF}}$ tends to zero.

Fig. 5 shows the DPC capacity, linear precoding sum rates and single-user transmission rate as functions of the correlation-related factor $|\delta|^2$ for $\rho = 10$ dB and $g = 0.3$. We can see that the gap between DPC capacity and linear precoding sum rates becomes smaller when $|\delta|^2$ decreases. Eventually the linear precoding sum rates are the same as the DPC capacity when $|\delta|^2=0$, i.e. when the two user channels are orthogonal. When the channel correlation grows high, the ZF capacity decreases rapidly to zero and the DPC capacity decreases to the single-user capacity. It is interesting to notice that the MMSE sum rate first decreases and in fact becomes lower than the single-user capacity, but then increases after $|\delta|^2$ reaches a certain value, e.g. around 0.7-0.8 in this figure. By investigating the power allocation for MMSE, we find the power
Figure 5: Sum rates for DPC, ZF, MMSE and single user transmission versus channel correlation-related factor $|\delta|^2$ when $\rho = 10$ dB, $g = 0.3$.

is only transmitted to the stronger user channel when $|\delta|^2 > 0.7$, hence, as the correlation gets higher, the MMSE precoding eventually approaches the single-user transmission.

The channel power imbalance factor $g$ also has an effect on the capacity. Basically, as $g$ grows, the channel power difference becomes large and thus the channel correlation $|\delta|/\sqrt{1-g^2}$ grows. Consequently, the ZF sum rate decreases rapidly while the MMSE sum rate and DPC capacity decrease first and then both become the same as single-user capacity. Furthermore, the DPC capacity and linear precoding sum rates are low when $g$ is large. Hence, in order to have higher capacity, users with small channel power differences should be served at the same time according to some grouping strategies.

5.2 Measured Channels

As the number of base station antennas $M$ increases, one hopes that the two user channels become less and less correlated. The ideal scenario would be that if the two users are spatially separated enough, the channels could be approximately orthogonal, i.e. $|\delta|^2$ approaches zero. In that case the DPC capacity could be achieved by linear precoding schemes. Here we verify whether it is true or not that the correlation decreases as $M$ goes large for measured physical channels. Simulated i.i.d. Gaussian channels with the same dimension
and channel power imbalance as the measured channels are used as reference.

We select one representative group of user positions - the two users are positioned outside house 49 and 53 respectively. Fig. 6 plots the average channel correlation as a function of $M$. For each $M$, the averaging is performed over time and frequency, and also over different groups of antennas since the cylindrical structure of the array may cause receive power imbalances over the antennas. From Fig. 6 we can see that the channel correlation is higher in the measured channels than in the i.i.d. Gaussian channels. This is because the two user positions are close to each other and probably have common scatterers that make the channels similar [3]. However, in both i.i.d. Gaussian and measured channels, the average channel correlation decreases as $M$ increases from 2 to 32. This suggests that the very-large array can decorrelate the user channels. Then we compare the linear precoding sum rates with the DPC capacity. Fig. 7 shows the ratio of the average linear precoding sum rates and the average DPC capacity as $M$ grows. The SNR here is set to 20 dB and the total transmit power is kept unchanged. With the increase of $M$, the ratios for ZF and MMSE in both i.i.d. and measured channels is close to one. Therefore, the optimal DPC capacity can be achieved by ZF and MMSE precoding schemes when $M$ is large.

We notice that the channel correlation in Fig. 6 decreases fast as the number of antennas increases from 2 to 8. Correspondingly, in Fig. 7 the ratios of linear precoding sum rates and DPC capacity grow very rapidly as the number of base station antennas increases. When the number of antennas increases to more than 20, the channel correlation as well as the sum rate ratios saturate. Actually, with 8 base station antennas, the linear precoding sum rates are already quite close to the DPC capacity. This shows that a relatively limited number of antennas is enough for the two-user case.

6 Summary and Conclusions

In this paper, linear precoding performance is studied for measured very-large MIMO downlink channels. We find that the user channels, in the studied residential-area propagation environment, can be decorrelated by using reasonably large antenna arrays at the base station. With linear precoding, sum rates as high as 98% of DPC capacity were achieved for two single-antenna users already at 20 base station antennas. This shows that even in realistic propagation environments and with a relatively limited number of antennas, we can see clear benefits with using an excessive number of base station antennas.
Figure 6: Average channel correlation $|\delta|^2/(1-g^2)$ as a function of the number of base station antennas. The two users are outside house 49 and 53 respectively.

Figure 7: Ratio of average linear precoding sum rate and DPC capacity as a function of the number of base station antennas. The two users are outside house 49 and 53 respectively.
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Massive MIMO, also known as very-large MIMO or large-scale antenna systems, is a new technique that potentially can offer large network capacities in multi-user scenarios. With a massive MIMO system, we consider the case where a base station equipped with a large number of antenna elements simultaneously serves multiple single-antenna users in the same time-frequency resource. So far, investigations are mostly based on theoretical channels with independent and identically distributed (i.i.d.) complex Gaussian coefficients, i.e., i.i.d. Rayleigh channels. Here, we investigate how massive MIMO performs in channels measured in real propagation environments. Channel measurements were performed at 2.6 GHz using a virtual uniform linear array (ULA) which has a physically large aperture, and a practical uniform cylindrical array (UCA) which is more compact in size, both having 128 antenna ports. Based on measurement data, we illustrate channel behavior of massive MIMO in three representative propagation conditions, and evaluate the corresponding performance. The investigation shows that the measured channels, for both array types, allow us to achieve performance close to that in i.i.d. Rayleigh channels. It is concluded that in real propagation environments we have characteristics that can allow for efficient use of massive MIMO, i.e., the theoretical advantages of this new technology can also be harvested in real channels.
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1 Introduction

Massive MIMO is an emerging technology in wireless communications, which has attracted a lot of interest in recent years. With massive MIMO, we consider multi-user MIMO (MU-MIMO) systems [1] where base stations are equipped with a large number (say, tens to hundreds) of antennas. As a comparison, the LTE standard only allows for up to 8 antennas at the base station [2]. In this way, massive MIMO scales conventional MIMO by an order or two in magnitude. Typically, a base station with a large number of antennas serves several single-antenna users in the same time-frequency resource.

It has been shown in theory that such systems have potential to remarkably improve performance in terms of link reliability, spectral efficiency, and transmit energy efficiency [3–6]. Massive MIMO can also reduce intra-cell interference between users served in the same time-frequency resource, due to its focus of transmitted power to desired users. The fundamental idea is that as the number of base station antennas grows large, channel vectors between users and base station become very long random vectors and, under “favorable” propagation conditions, these channel vectors become pairwise orthogonal. The term “favorable” is first defined in [6] as the mutual orthogonality among user channels, and “favorable” propagation is further investigated in theory in [7]. We can also interpret “favorable” propagation as a sufficiently complex scattering environment. Under these conditions, even simple linear precoding/detection schemes, e.g., zero-forcing and matched-filtering, become nearly optimal [3,4,8].

The attractive features of massive MIMO are, however, based on optimistic assumptions about propagation conditions in combination with available low-cost hardware making it possible to deploy large number of antennas. So far, investigations are mostly based on theoretical independent and identically distributed (i.i.d.) complex Gaussian, i.e., Rayleigh fading, channels and for antenna numbers that grow without limit. Bringing this new technology from theory to practice, we must ask to what degree the optimistic theoretical predictions can be maintained in real propagation environments when using practical antenna array setups. In attempts to answer this question, massive MIMO propagation measurements have been conducted and measurement data used to assess massive MIMO performance in real channels [8–12]. Channel measurements in [8], at 2.6 GHz with an indoor base station using a 128-port uniform cylindrical array (UCA) of patch antennas, showed that orthogonality of user channels improves significantly with increasing number of base station antennas. Already at 20 antennas, linear precoding schemes operating on measured channels achieve near-optimal performance for two users. From measurements using a 128-element virtual uniform linear array (ULA) at 2.6 GHz, presented
in [9] and [10], it was concluded that the angular power spectrum (APS) of the incoming waves varies significantly along the physically large ULA. This is a clear indication that large-scale/shadow fading across the array is an important mechanism when dealing with physically large arrays. As a comparison, the UCA studied in [8] is relatively compact and much smaller in size, but still a similar effect of variation in channel attenuations can be experienced over the array. In this case it is not primarily a large-scale/shadow fading effect, but rather a consequence of the circular array structure and directive patch antenna elements pointing in different directions. No matter the source of these power variations over the array, they can have a large influence on massive MIMO performance [13]. A measurement campaign independent of our investigations, with an antenna array consisting of up to 112 elements, is reported in [12]. Results obtained there, which to a large extent agree with our own experience [11], show that despite fundamental differences between measured and i.i.d. channels in terms of propagation characteristics, a large fraction of the theoretical performance gains of massive MIMO can be achieved in practice. A different approach to characterize massive MIMO performance has been presented in [14], where real propagation environment is replaced by simulation in a reverberation chamber.

In this paper, we aim for a deeper insight into how massive MIMO performs in real propagation environments. The investigations are based on outdoor-to-outdoor channel measurements using a 128-port UCA and a 128-port virtual ULA, as described in [11]. We study the channel behavior of massive MIMO under three representative propagation conditions, where users are: 1) closely located with line-of-sight (LOS) to the base station, 2) closely located with non-line-of-sight (NLOS) to the base station, and 3) located far from each other. When users are located close to each other, spatial multiplexing with good isolation between users can be particularly difficult, as compared to the case when users are located far from each other. LOS conditions may prove particularly difficult with highly correlated channels to different users, making spatial multiplexing less efficient. The more complex propagation in NLOS conditions is expected to decorrelate channels to different users to a larger extent. We investigate the corresponding performance obtained in these scenarios, by calculating sum-rates based on measured channel data and comparing with those obtained in i.i.d. Rayleigh channels. As a complementary tool, we also study the singular value spreads for the measured channels. This gives an indication of how large the difference is between the most favorable and least favorable channels. Small singular value spreads indicate stable channels to all users, while large spreads indicate that one or more users may suffer from significantly worse conditions than others.

In this investigation we compare two different large array structures. From a
practical point of view it is preferable to have a compact array, such as the UCA, since it is easier to deploy. However, if we make the array small, it will bring drawbacks such as higher antenna correlation and poor angular resolution. A two-dimensional structure like the UCA will, however, have the ability to resolve incoming waves in two dimensions. Using a much larger one-dimensional ULA with the same number of elements, we benefit from a higher angular resolution, but only in one dimension. Since both array structures have different characteristics, we can expect that they perform differently in a massive MIMO setting. Depending on how well the propagation environment suits each array type, one may be better than the other. To investigate this, we compare massive MIMO performance with the two arrays in the same propagation environments.

The rest of the paper is organized as follows. In Sec. 2, we describe our massive MIMO channel measurements and Sec. 3, outlines the system model and performance metrics used when evaluating the measured channels, including singular value spread and sum-rate capacity. Propagation characteristics in three measured scenarios are illustrated and discussed in Sec. 4. In Sec. 5 we evaluate singular value spreads and sum-rate capacities for the measured channels. Finally, in Sec. 6, we summarize our contributions and draw conclusions.

2 Channel Measurements

In this section, we present the measurement campaigns for massive MIMO channels, on which we base our study of propagation characteristics and evaluations of system performance. First we introduce the measurement setups, including antenna arrays and measurement equipment. Then we describe the semi-urban environment where measurements were performed under different propagation conditions.

2.1 Measurement Setups

Two channel measurement campaigns were performed with two different large arrays at the base station side. Both arrays are for the 2.6 GHz range and contain 128 antenna ports each, with antenna elements spaced half a wavelength apart. Fig. 1a shows the UCA having 64 dual-polarized patch antennas, with 16 antennas in each of the four stacked circles, giving a total of 128 antenna ports. This array is compact in size with both diameter and height around 30 cm. Fig. 1b shows the virtual ULA with a vertically-polarized omni-directional antenna moving along a rail, in 128 equidistant positions. In comparison, the ULA spans 7.4 m in space, which is more than 20 times the size of the UCA.
In both measurement campaigns, an omni-directional antenna with vertical polarization was used at the user side.

Channel data were recorded at center frequency 2.6 GHz and 50 MHz bandwidth. With the UCA, measurements were taken with the RUSK LUND channel sounder, while for the virtual ULA, an HP 8720C vector network analyzer (VNA) was used. With the virtual ULA and VNA, it takes about half an hour to record one measurement, when the antenna moves from the beginning of the array to the end. In order to keep the channel as static as possible during one measurement, we performed this campaign during the night when there were very few objects, such as people and cars, moving in the measurement area. To verify that channel conditions were static enough, some measurements were repeated directly after the full array length was measured. The two measurements done half an hour after each other were compared and found to match well\(^1\).

Mutual coupling among antenna elements should also be mentioned, since it is a critical issue that may affect massive MIMO performance, if a large number of antennas are tightly placed [15,16]. Although the UCA is compact, the worst case of mutual coupling between the neighboring elements is -11 dB [17]. The virtual ULA, however, experiences no mutual coupling effect. This may lead to different performance of the virtual ULA, as compared to a practical ULA. However, a theoretical study in [18] shows that coupling has a major impact on MIMO capacity only when the element separation is below 0.2 wavelengths. Indeed, practical studies are also needed on the impact of coupling on massive MIMO performance. This is closely related to antenna array design, a topic not covered in this paper. We focus on the propagation aspects and investigate how different propagation conditions affect massive MIMO performance.

2.2 Measurement Environments

The channel measurements were carried out outdoors at the E-building of the Faculty of Engineering (LTH), Lund University, Sweden (N 55°42'37.96'', E 13°12'39.72''). Fig. 2 shows an overview of the semi-urban measurement area. The two base station antenna arrays were placed on the same roof of the E-building during their respective measurement campaigns. More precisely, the position of the UCA was on the same line as the ULA, near its beginning, and for practical reasons about 25 cm higher than the ULA.

\(^1\)Comparing the two measured channels, i.e., the original one and the verification one, we found that the two transfer functions are very similar, however, there are minor differences due to channel variation and noise. Average amplitude correlation coefficients between the two measured transfer functions over all antenna positions are in the range of 0.95-0.99. Besides, we observed that the two measured channels give very similar angular power spectrum.
At the user side, the omni-directional antenna was moved around the E-building at 8 measurement sites (MS) acting as single-antenna users. Among these sites, three (MS 1-3) have LOS conditions, and four (MS 5-8) have NLOS conditions, while one (MS 4) has LOS for the UCA, but the LOS component is blocked by the roof edge for the ULA, due to the slightly lower mounting. Despite this, MS 4 still shows LOS characteristic for the ULA, where one or two dominating multipath components due to diffraction at the roof edge cause a relatively high Ricean K-factor [19,20]. At MS 4, besides the roof-edge diffraction to the ULA, there is also strong scattering from the building in the south. At each measurement site, 40 positions with about 0.5 m inter-spacing were measured with the UCA, and 5 positions with 0.5-2 m inter-spacing were measured with the ULA. The reason for having fewer positions with the ULA was due to the long measurement time.

For all the measurements with the ULA, the average signal-to-noise ratio (SNR) over all antenna elements was above 28 dB, while the lowest per-antenna SNR was above 23 dB. With the UCA, at MS 1-4 and MS 7, the average SNR over all antenna elements was above 33 dB, while the lowest per-antenna SNR was above 20 dB. At MS 5-6 and MS 8, the measurement SNR was lower but still good enough, i.e., for all antenna elements of the UCA, the SNR was about 10-25 dB. In the measured 50 MHz bandwidth, we observe a coherence bandwidth about 25 MHz in the LOS scenarios, and about 5 MHz in the NLOS scenarios.
Figure 2: Overview of the measurement area at the campus of the Faculty of Engineering (LTH), Lund University, Sweden. At the base station side, the two antenna arrays were placed on the same roof of the E-building during their respective measurement campaigns. At the user side, the omni-directional antenna was moved around at MS 1-8 acting as single-antenna users.
3 System Description

The acquired measurement data allows study of various aspects of massive MIMO systems. Before discussing channel behavior and evaluating performance of massive MIMO, we first define our system model.

3.1 Signal Model

We consider a single-cell multi-user MIMO-OFDM system with $N$ subcarriers in the downlink. The base station is equipped with $M$ antennas and simultaneously serves $K$ ($K \leq M$) single-antenna users in the same time-frequency resource. We assume that the base station has perfect channel state information (CSI), and that the channel can be described as narrow-band at each OFDM subcarrier.

As shown in Fig. 3, the signal model of the considered narrow-band MU-MIMO downlink channel is

$$y_\ell = \sqrt{\frac{\rho K}{M}} H_\ell z_\ell + n_\ell,$$

where $H_\ell$ is a $K \times M$ channel matrix at subcarrier $\ell$, $z_\ell$ the normalized transmit vector across $M$ base station antennas, satisfying $\mathbb{E}\{\|z_\ell\|^2\} = 1$, $y_\ell$ the vector of received signals at the $K$ users, and $n_\ell$ a complex Gaussian noise vector with i.i.d. unit variance elements. The term $\rho K/M$ scales the transmit energy and $\rho$ relates to the average per-user receive SNR\(^2\). From the term $\rho K/M$, we increase

---

\(^2\)With the defined signal model and channel normalization, the average receive SNR at the users is smaller or equal to $\rho$, and different values can be obtained depending on used precoding scheme. For example, when user channels are not completely orthogonal and inter-user interference exists, the average receive SNR using dirty-paper coding would be higher than for zero-forcing precoding. Equality between average per-user receive SNR and $\rho$, both
the transmit power with the number of users and reduce it as the number of base station antennas grows. As $K$ increases, we keep the same transmit power per user. With increasing $M$ the array gain increases and we choose to harvest this as reduced transmit power instead of increased receive SNR at the users$^3$.

Let us now return to the channel matrix $H_\ell$ in (1) and how it is formed. From our measurements, we have channel data obtained with 128 antenna ports at the base station and, at the user side, each measured position represents one single-antenna user. With the selection of $K$ positions, we have a measured channel matrix of size $K \times 128$, which we denote $H_\ell^{\text{raw}}$, at subcarrier $\ell$. The channel matrix $H_\ell$ is then formed by selecting $M$ columns from a normalized version of $H_\ell^{\text{raw}}$. Two different normalizations of $H_\ell^{\text{raw}}$ are used in different investigations. The two channel normalizations are:

- **Normalization 1.** The measured channel vectors of each user, i.e., the rows of $H_\ell^{\text{raw}}$, denoted as $h_{i,\ell}^{\text{raw}}$, $i = 1, 2, \ldots, K$, are normalized such that the average energy over all 128 antenna ports and all $N$ subcarriers is equal to one. This is achieved through

  \[
  h_{i,\ell}^{\text{norm}} = \sqrt{\frac{128N}{\sum_{\ell=1}^{N} \| h_{i,\ell}^{\text{raw}} \|_2^2}} h_{i,\ell}^{\text{raw}},
  \]

  where the vector $h_{i,\ell}^{\text{norm}}$ is the $i$th row of the normalized channel matrix $H_\ell^{\text{norm}}$. With this normalization, the imbalance of channel attenuations between users is removed, while variations over antenna elements and frequencies remain.

- **Normalization 2.** The measured channel matrix is normalized such that the channel coefficients have unit average energy over all 128 antenna ports, $K$ users and $N$ subcarriers. This is achieved through

  \[
  H_\ell^{\text{norm}} = \sqrt{\frac{128KN}{\sum_{\ell=1}^{N} \| H_\ell^{\text{raw}} \|_F^2}} H_\ell^{\text{raw}},
  \]

  for DPC and ZF precoding is obtained when user channels are orthogonal, i.e., when the Gram matrix $H_\ell H_\ell^H$ is diagonal.

$^3$With realistic low-cost terminals it can be expected that only a limited SNR can be handled by the terminals, before quantization noise and dynamic range start to limit performance. Further, sum-rate capacities in i.i.d. Rayleigh channels are closer to those in interference-free channels at lower SNRs [4]. For these reasons, we keep a constant interference-free SNR $\rho$ at the users when the number of antennas $M$ at the base station changes. This is to make fair and realistic comparisons of different settings.
where $\| \cdot \|_F$ represents the Frobenius-norm of a matrix. Compared with Normalization 1, here we keep the difference in channel attenuation between users, as well as variations over antenna elements and frequencies.

Both normalizations are done for the originally measured channel matrix with 128 columns, rather than the matrix with $M$ columns, obtained by selecting a subset of the 128 antennas. The reason for this is that we would like to maintain the imbalance of channel attenuations over the antenna arrays due to power variations over the antenna elements. These variations, caused by large-scale fading/shadowing and/or directive antennas with different orientation, are critical for performance evaluation of massive MIMO. When investigating singular value spreads of measured channels, we use Normalization 1. For capacity evaluation, Normalization 2 is used in scenarios where users are closely located, while Normalization 1 is used when users are far from each other and have large channel attenuation imbalance. The detailed reasons for using each normalization are given in the following.

### 3.2 Singular Value Spread

As mentioned in Sec. 1, by using a large number of antennas at the base station, massive MIMO has the potential to separate users so that all spatial modes are useful in such a system. However, this relies on “favorable” propagation where user channels become pairwise orthogonal with growing number of antennas, i.e., the off-diagonal terms of the Gram matrix $H^H H$ become increasingly small compared to the diagonal terms. As this phenomenon can be easily seen in i.i.d. Rayleigh channels, many theoretical studies are based on this assumption. We need to investigate to what degree real massive MIMO channels are “favorable”. One way to evaluate joint orthogonality of all users is singular value spread of the normalized propagation matrix [21]. Here Normalization 1 applies, since the imbalance of channel attenuations between the users should be removed, so that the singular value spread does not contain the difference in channel norms, but only reflects the joint orthogonality of the users.

The propagation matrix $H_\ell$ at subcarrier $\ell$ has a singular value decomposition (SVD) [22]

$$H_\ell = U_\ell \Sigma_\ell V_\ell^H,$$

where $U_\ell$ and $V_\ell$ are unitary matrices, and the $K \times M$ diagonal matrix $\Sigma_\ell$ contains the singular values $\sigma_{1,\ell}, \sigma_{2,\ell}, ..., \sigma_{K,\ell}$. The singular value spread is defined as

$$\kappa_\ell = \frac{\max_i \sigma_{i,\ell}}{\min_i \sigma_{i,\ell}}.$$
i.e., the ratio of the largest and smallest singular values. A large $\kappa_\ell$ indicates that at least two rows of $H_\ell$, i.e., the channel vectors of two users, are close to parallel and thus relatively difficult to separate spatially, while $\kappa_\ell = 1$, i.e., 0 dB, implies the best situation where all rows are pairwise orthogonal. The singular value spread can be an indicator whether the users should be served in the same time-frequency resource. It also has close connection with the performance of MIMO precoders/detectors [23–25].

With massive MIMO, as the number of antennas increases and becomes much larger than the number of users ($M \gg K$), we expect better orthogonality between user channels and thus smaller singular value spreads, as compared to conventional MIMO. More importantly, we expect the singular value spread to become more stable over channel realizations. The stability of singular value spread implies that bad channel conditions can be avoided and also leads to stability of MIMO precoders/detectors. While the above is true for i.i.d. Rayleigh channels, we investigate the measured channels in Sec. 5, in an attempt to find out if realistic channels also can provide sufficiently good and stable user orthogonality.

3.3 Dirty-Paper Coding Capacity

Through the singular value spread, we can investigate the potential of massive MIMO to spatially separate the users. However, singular value spread cannot fully quantify the performance of an MU-MIMO system, since it only offers an indication of the minimum quality of service that can be guaranteed for all users. We would also like to know the overall performance of a massive MIMO system in terms of sum-rate capacity. A small singular value spread leads to high capacity, as interference between all users is low and they can get relatively good quality of service. A large singular value spread, however, does not imply a low channel capacity. In this case, at least one user has relatively poor quality of service, but we do not know how many that still can get good quality of service. For example, in a rank-deficient channel with one singular value being zero, i.e., two user channels are aligned, the singular value spread goes to infinity, but the channel capacity can still be relatively high, depending on the remaining singular values. By combining the two metrics, singular value spread and sum-rate capacity, we can get a good understanding of massive MIMO performance.

Sum-rate capacity in the narrow-band MU-MIMO downlink channel is [26],

$$C_{\text{DPC},\ell} = \max_{P_\ell} \log_2 \det \left( I + \frac{\rho K}{M} P_\ell H_\ell H_\ell^H P_\ell \right),$$

which is achieved by dirty-paper coding (DPC) [27]. The diagonal matrix $P_\ell$
with \( P_{\ell,i}, i = 1, 2, \ldots, K \) on its diagonal allocates the transmit power among the user channels and capacity is found by optimizing over \( P_\ell \) under the total power constraint \( \sum_{i=1}^{K} P_{\ell,i} = 1 \). This can be done using the sum-power iterative water-filling algorithm presented in [28].

In measured channels where users are far from each other, large variations in channel attenuations to different users can have a strong influence on sum-rate capacity. In order to maximize the downlink sum-rate, a large proportion of the transmit power will be allocated to users with low channel attenuation. These users will have relatively high data rates, compared to users with higher channel attenuation. We can imagine an extreme case where only one user has a very high data rate and the multi-user transmission is reduced to single-user transmission. When this happens, it is difficult to investigate the effect of user channel orthogonality on the system performance. To avoid large imbalance of channel attenuations, users with similar attenuation should be grouped and served simultaneously, while the user groups are, e.g., time multiplexed. Due to a limited number of measurement positions, we do not have enough data to analyze this situation. We therefore focus on orthogonality between channels to different users and remove attenuation imbalance between users that are far apart, when evaluating their sum-rate capacity, as described in Normalization 1. When users are closely located, the path losses can be expected to be similar and any attenuation imbalance is mainly due to small-scale and large-scale fading. From our measurements, we observe that attenuation imbalance between co-located users is very small. Thus, for capacity evaluation in this case, we apply Normalization 2 on the measured channels and keep the small attenuation imbalance among the users, as is the case in i.i.d. Rayleigh channels.

Ideally, in massive MIMO, as the number of base station antennas goes to infinity in “favorable” propagation conditions, the channels to different users become interference free (IF) [4] with per-user receive SNRs approaching \( \rho \) as given in our model (1). This leads to an asymptotic, interference free, sum-rate capacity

\[
C_{\text{IF}} = K \log_2 (1 + \rho),
\]

(7)

to which i.i.d. Rayleigh channels converge, as the number of antennas grows. For the measured channels we would like to know how large a fraction of this capacity we can achieve. This is investigated and discussed in Sec. 5.

4 Propagation Characteristics

Before presenting numerical performance evaluation results, we focus on propagation characteristics in the investigated scenarios, as briefly outlined in Sec. 1. While not providing quantitative measures of massive MIMO performance,
this description gives an intuitive understanding of real massive MIMO propagation mechanisms, and also helps to understand the evaluation results of singular value spreads and sum-rate capacities, presented later in Sec. 5. By understanding these propagation mechanisms observed in massive MIMO, we also gain insight into what needs to be considered and included in a massive MIMO channel model [29,30].

For a simple and clear illustration of massive MIMO propagation characteristics in each of the three scenarios, we start with four users ($K=4$), which is the number of users supported in LTE MU-MIMO [2]. In two of the scenarios, the four users are located close to each other, with only 1.5-2 m inter-spacing, representing situations where the spatial separation of user signals can be expected to be particularly difficult. In the third scenario, the four users are located far from each other, with more than 10 m inter-spacing, representing situations where users are well distributed around the base station and we can expect good channel orthogonality. Combining difference in user inter-spacing with LOS/NLOS conditions, the three investigated scenarios are:

1. four users close to each other at MS 2, having LOS conditions to the base station,
2. four users close to each other at MS 7, with NLOS conditions,
3. four users far apart, at MS 1-4, respectively, all having channels with LOS characteristics.

With the aim of assisting understanding of the physical propagation channels, we estimate the APS at the base station side. The directional estimates for the ULA are obtained through the space-alternating generalized expectation maximization (SAGE) algorithm [31], which jointly estimates the delay, incidence azimuth, and complex amplitude, of multipath components (MPCs) in radio channels. The frequency-dependent SAGE algorithm is applied to a sliding window of 10 neighboring elements on the ULA and, for the measured channel within each window, 200 MPCs are estimated. The reason for estimating the MPC parameters based on 10-antenna windows is that the incoming waves can be considered planar if the array is small enough. This aperture corresponds to a Fraunhofer distance of about 5 m, making waves originating from reflections beyond that distance to appear planar. Using 10 antennas also provides a relatively high angular resolution for the directional estimation. Note that the range of azimuth estimation is 0-180 degrees for the ULA, due to inherent directional ambiguity problem when using this type of array structure [32].

Based on the SAGE estimates, we obtain the APS in azimuth at each position along the ULA. For each scenario, we compare the APS from different
Figure 4: Spatial fingerprints (simplified forms of the angular power spectral density along the 128-element ULA), in (a) a LOS scenario where the four users are co-located at MS 2, (b) an NLOS scenario where the four users are co-located at MS 7, (c) a LOS scenario where the four users are far away from each other, at MS 1-4, respectively. The four different colors in each plot represent the spatial fingerprints of the four different users. Dashed vertical lines indicate where the UCA is located and which part of the ULA propagation channel it is exposed to. Distinct fingerprints, as in (b) and (c), indicate relatively good conditions for spatial separation of user signals, while similar fingerprints, as in (a), indicate that spatial separation may be more difficult.
users as seen at the base station. For the convenience of comparison, we simplify the APS from each user. Instead of showing the estimated power levels from all the azimuth directions, we only show from which directions the incoming energy is strongest. The colored patches show where 90% of the total energy across the whole array is concentrated. This simplified form of APS illustrates the directional pattern of the incoming energy from a specific user. Since it is a highly simplified form of the spatial properties of the channel from a specific user, we call it a “spatial fingerprint”. In Fig. 4, for each scenario, we plot the four users’ spatial fingerprints on top of each other. The four colors in each plot represent the spatial fingerprints of the four different users. Since the UCA was positioned at the beginning of the ULA, as indicated by the dashed lines in Fig. 4, we consider that it experiences the propagation channels at that particular part of the ULA, but with directional patch antennas oriented in different directions.

What can we learn from these spatial fingerprints? First, they provide an intuitive understanding of the distribution of incoming energy from different users in real channels under different propagation conditions. Secondly, by comparing fingerprints, we get an understanding of how much the APS changes between users in different scenarios. Through this we can acquire qualitative information about how difficult it is to do spatial separation of signals from different users. Distinct fingerprints indicate relatively good spatial orthogonality of the user channels, and we can expect that the user signals can be separated with rather simple means. In this case, the channels have relatively small singular value spreads and relatively high sum-rate capacities. Similar and overlapping fingerprints, on the contrary, represent a more difficult situation and spatial separation of user signals may be much harder. With incoming energy from largely the same directions, detailed knowledge about amplitude and phase is needed to fully assess the situation. Thirdly, these fingerprints allow for a direct comparison of the propagation channels experienced by massive and more conventional MIMO systems. This can be done by comparing fingerprints along the entire ULA with the local fingerprint somewhere along the ULA, that would be experienced by a smaller conventional MIMO array. Lastly, an attempt to develop a sophisticated geometry-based channel model for massive MIMO should likely take these spatial fingerprints into consideration. Our point of view is that if a channel model does not reflect the spatial properties observed through these fingerprints, it does not accurately model the nature of a massive MIMO propagation channel. We discuss these issues in the following.

First we turn our attention to propagation conditions and spatial separability of user channels in the three investigated scenarios. In Fig. 4a, we can see that in the LOS scenario with co-located users, incoming energy from all
users is concentrated around 160 degrees, which is the LOS direction. For some users, a significant amount of energy also comes from some scatterers at around 20 degrees at the end of the ULA. The overlap of the four users' fingerprints indicates that we may have a relatively high correlation between their channels, making it difficult to spatially separate signals from the co-located users. However, as discussed above, amplitude and phase differences may still make users easier to separate than they appear from studying the fingerprints.

An entirely different situation is shown Fig. 4b, where the four users are still closely located but in an NLOS scenario with rich scattering. Incoming energy from all four users is distributed over a much larger angle across the whole array, reflecting a rich scattering environment. The four users' fingerprints are very complex and quite different from each other, as compared to the case in Fig. 4a. This indicates that the spatial correlation between channels to the users is relatively low, which should allow for a better spatial separation of user signals, even though they are still closely located.

Fig. 4c shows the scenario where four users are located far from each other, all having LOS propagation characteristics. Users at MS 2 and 3, whose fingerprints are in blue and green, respectively, have the strongest LOS characteristics with incoming energy concentrated to a certain direction along the entire array. This is in stark contrast to users at MS 1 and 4, whose fingerprints are in red and yellow. At MS 1, the LOS is at the end-fire direction of the ULA, and its power contribution is weakened due to the superposition with the ground reflection. At MS 4, besides the energy from the roof-edge diffraction to the ULA, strong scattering from the building in the south also contributes considerably. Since the users are located at different sites, their fingerprints should be very different from each other. Note that the signals from users at MS 2 and 3 appear to come from the same direction due to the inherent angular ambiguity of the ULA. However, as seen later in Sec. 5 it is possible to spatially separate the two users. A good spatial separation of all users can be expected in this scenario.

Now, let us turn our attention to propagation channels experienced by massive and more conventional MIMO systems. In the fingerprint plots, we can see that the ULA potentially experiences channels with much more spatial variations, as compared to small arrays spanning only a few wavelengths in space. Large spatial variations can help to decorrelate channels even when users are closely located, as in Fig. 4b. Fingerprints may overlap locally, but over longer distances along the array they are quite distinct. This indicates that, with small arrays users may have relatively low spatial correlation on average, e.g., over time, while with a physically large ULA decorrelation of user channels can

---

4The spatial correlation we talk about here is an instantaneous property between users, rather than an average property, e.g., over time realizations of the channels.
be instantaneous. However, strong LOS may reduce the ability of the ULA to spatially separate signals from co-located users, such as the situation shown in Fig. 4a. Since we do not consider the phase information over the array there, we later investigate this situation in more detail by evaluating both singular value spreads and sum-rate capacities.

For the compact UCA, experiencing only a small part of channels seen by the ULA, separation of user signals may be more difficult. When users are closely located and incoming energy is concentrated to similar and narrow directions, patch antennas oriented in “wrong” directions may have high channel attenuations and contribute little to spatial separation of signals from co-located users. Despite this, the UCA may still gain from its circular structure and provide good user decorrelation, when users are distributed around the base station, and incoming energy is distributed in different directions, as shown in Fig. 4c.

5 Performance Evaluation

To get a more quantitative understanding of how massive MIMO would perform in our measured channels, we turn our attention to singular value spreads and sum-rate capacities in the three measured scenarios. First we focus on the case of four users ($K = 4$), as we did in the propagation characteristics in Sec. 4. We then increase the number of users to sixteen ($K = 16$) and investigate the performance when more users are served simultaneously.

5.1 Four Users ($K = 4$)

In all three scenarios, over $N = 161$ subcarriers and 2000 random selections of antenna subsets, i.e., selections of $M$ antennas out of the 128, we show a) the cumulative distribution functions (CDFs) of the singular value spreads in the channels, when using 4, 32 and 128 base station antennas, and b) the average DPC capacities including their 90% confidence intervals, as the number of base station antennas $M$ grows from 4 to 128. Note that for $M = 128$ there is only a single choice of selecting the antenna subset, and the CDFs of the singular value spreads and the capacity confidence intervals are therefore computed over frequencies only. For $M < 128$, as the number of all possible antenna subsets can be extremely large, we randomly select 2000 subsets, and let the CDFs of the singular value spreads and the capacity confidence intervals also take the random antenna selections into account. As a reference, we also show simulated results for i.i.d. Rayleigh channels. We select the interference-free
SNR to $\rho = 10$ dB $^5$, and with four users the asymptotic capacity (7) becomes $4 \log_2(1+10) = 13.8$ bps/Hz. In the following we discuss the singular value spreads and DPC capacities in the three scenarios.

**Four Users Co-Located with LOS**

As discussed in Sec. 4, this scenario represents a particularly difficult situation for spatial separation of user signals, which can be seen from the four users' similar fingerprints in Fig. 4a. First we study the CDFs of singular value spreads, as shown in Fig. 5. We observe that for i.i.d. Rayleigh channels, the median of the singular value spread significantly reduces from 17 dB to below 4 dB, as the number of antennas increases from 4 to 32 and 128. Singular value spreads also become much more stable around small values, as the CDF curves have no substantial upper tails.

For the measured channels, using either ULA and UCA, the singular value spreads are significantly larger than those of i.i.d. Rayleigh channels, for all three numbers of antennas. This indicates a much worse user channel orthogonality in the measured channels, due to co-location of users and strong LOS conditions in this scenario. Still, trends similar to those seen in i.i.d. Rayleigh channels can be observed in the measured channels. The median of the singular value-spread decreases by 14 dB with the ULA and 12 dB with the UCA, as the number of antennas increases from 4 to 128. Meanwhile, when using a large number of antennas, the substantial upper tails of the CDF curves reduce, and almost disappear in the case of 128 antennas. With only 4 antennas, the selections of antenna subsets and subcarriers can make a big difference on the user orthogonality. This means that with small arrays we may encounter propagation channels with very good conditions as well as very bad ones, depending on the choice of antenna positions and used subcarriers. When increasing the number of antennas to 32, user orthogonality improves and becomes much more stable over antenna selections and subcarriers. Thus, bad channel conditions can largely be avoided by adding more antennas at the base station. When using all 128 antennas, user orthogonality improves further and becomes more stable over subcarriers. The above observations tell us that despite a significant gap between measured and i.i.d. Rayleigh channels in this scenario, spatial separation of signals from co-located users can be greatly improved by using a large number of antennas, and more importantly, the results become more stable over both subcarriers and different antenna selections.

We now move to sum-rate capacities achieved by DPC, as shown in Fig. 6. As a reference, the average capacity in i.i.d. Rayleigh channels converges to the

$^5$The performance of i.i.d. Rayleigh channels at different SNR levels has been derived in [4]. We select the interference-free SNR to be 10 dB since it is a middle-level SNR.
asymptotic capacity value of 13.8 bps/Hz and the capacity variation becomes smaller as the number of antennas increases. In the measured channels, however, averages are significantly lower and variations are larger. Let us focus on the average capacities first, and discuss the variations later. The drops in average capacities for measured channels coincide with larger singular value spreads. Despite this, in this potentially difficult spatial separation situation, the ULA and UCA perform at 90% and 75% of the asymptotic capacity, respectively, when the number of antennas is above 40, i.e., when the number of antennas is 10 times the number of users.

**Four Users Co-Located with NLOS**

In this scenario we still have users closely located, but now in NLOS conditions. NLOS with rich scattering, as illustrated in Fig. 4b, where spatial fingerprints of users are complex and distinct, should improve the situation by providing more “favorable” propagation and thus allowing better spatial separation of user signals. The benefits of complex propagation are reflected in the CDFs of singular value spreads in Fig. 7. Singular value spreads in this scenario become significantly smaller, as compared to those in the corresponding LOS case. Especially for the ULA, the CDF curves are very close to those of i.i.d. Rayleigh

---

**Figure 5:** CDFs of singular value spreads when using 4, 32 and 128 antennas, in the scenario where the four users are closely located at MS 2, all having LOS to the base station antenna arrays.
Massive MIMO Performance Evaluation
Based on Measured Propagation Data

Figure 6: Sum-rate capacity in the downlink, achieved by DPC, in a scenario where four users are close to each other at MS 2, all having LOS to the base station antenna arrays.

channels. The substantial upper tails of the CDF curves observed when using a small number of antennas disappear when using all 128 antennas in the measured channels. This means that over the measured bandwidth the probability of seeing a singular value spread much larger than 2 dB for the ULA, and 7 dB for the UCA, is very low.

Correspondingly, the benefits brought by the NLOS condition with rich scattering can also be observed in DPC capacities, as shown in Fig. 8. Despite co-located users, the ULA here provides average performance very close to the asymptotic capacity achieved in i.i.d. Rayleigh channels, while the UCA reaches more than 90%, when the number of antennas is above 40.

Four Users Located Far From Each Other with LOS

In this scenario, despite LOS characteristics, increased inter-spacing between users should help to improve performance. As can be seen in Fig. 4c, the users’ spatial fingerprints are reasonably different, which indicates a favorable decorrelation situation between user channels for the large arrays. In the CDFs of singular value spreads shown in Fig. 9, the ULA again performs very close to i.i.d. Rayleigh channels. The UCA has a significant improvement as compared to the two previous scenarios: the median of the singular value spread reduces to below 5 dB when using 128 antennas. Singular value spreads in the measured
Figure 7: CDFs of singular value spreads when using 4, 32 and 128 antennas, in the scenario where four users are closely located at MS 7, with NLOS to the base station antenna arrays.

Figure 8: Sum-rate capacity in the downlink, achieved by DPC, in the scenario where the four users are close to each other at MS 7, with NLOS to the base station antenna arrays.
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Figure 9: CDFs of singular value spreads when using 4, 32 and 128 antennas, in the scenario where four users are well separated at MS 1-4, respectively, with LOS characteristics.

channels again become quite stable when using a large number of antennas. As can be seen in Fig. 10, both the ULA and the UCA perform very close to that of the asymptotic capacity achieved in i.i.d. Rayleigh channels, when having more than 40 antennas. The UCA shows slightly lower performance than the ULA.

Throughout the three scenarios discussed above and whose performances are shown in Fig. 5 - Fig. 10, we observe that the ULA performs better than the UCA. Due to its large aperture, the ULA experiences more spatial variations in the channels over the array, which provide better distinction between user channels and thus better spatial separation. In other words, the ULA has a very high angular resolution, which helps it resolve scatterers better than the compact UCA. The small aperture of the UCA and its patch antennas facing different directions make it difficult to resolve scatterers at similar azimuth angles, which is usually the case when users are located close to each other. When users are well distributed around the base station, the UCA can separate scatterers at different azimuth angles, and achieves better performance.

For the DPC capacities, we focused on averages in the previous discussions. Now we turn our attention to the variations over frequencies and random antenna selections. Comparing with i.i.d. Rayleigh channels, we notice that capacity variations in measured channels are much larger, and decrease much
slower as the number of antennas increases. This is due to larger power variations over antenna elements and over frequencies in the measured channels. For the ULA, power variation over antenna elements is due to large-scale/shadow fading experienced across the array, as reported in [9,10], while for the UCA, it is mainly due to its circular structure with directional patch antennas oriented differently. With omni-directional antenna elements, the ULA has larger power variations over the measured bandwidth, as compared to the UCA with directional antenna elements. This gives the ULA larger capacity variations than the UCA, especially in the case of 128 antennas when the capacity variations are only across frequencies. Note that although the average capacity increases with the number of antennas, for some antenna selections a small number of antennas can perform better than a larger number of antennas. This can be observed from the upper part of the 90% confidence intervals of the UCA in Fig. 8. This is because in our signal model we reduce the transmit power with increasing number of antennas, while some antennas contribute more to the capacity than the others. It implies that we may gain by selecting the “right” antennas, as discussed in [13]. In all three scenarios with four users and the ULA, as few as 20 antennas gives very competitive performance, while slightly higher numbers are required for the UCA. However, when using more practical precoding schemes, such as zero-forcing (ZF) and matched-filtering (MF) precoding, sum-rate converges
slower, which means that more antennas are needed to achieve the required performance. This is shown in [5] and [11]. More antennas are also needed, if we want to serve more users in the same time-frequency resource.

5.2 Sixteen Users ($K = 16$)

While only four users are supported in LTE MU-MIMO, with more than one hundred antennas at the base station, massive MIMO can potentially serve many more users simultaneously. Here we increase the number of users to sixteen ($K = 16$), and again investigate singular value spreads and achieved sum-rate capacities. Due to limited number of measurement positions with the ULA, we concentrate on the UCA. In the two scenarios with co-located users, we simply increase the number of users from 4 to 16, and the inter-spacing between users is about 0.5 m. In the scenario where users are located far from each other, we select two users from each of the sites MS 1-8, with an inter-spacing larger than 10 m. Doing so, eight users have LOS conditions while the other eight have NLOS.

CDFs of singular value spreads in the three scenarios are shown in Fig. 11 - Fig. 13. In both measured channels and i.i.d. Rayleigh channels, singular value spreads are larger than those in the four user cases. This indicates, as expected, that with more users it is more difficult to spatially separate their signals. In the scenario where sixteen users are co-located with LOS, as shown in Fig. 11, singular value spreads are much larger than those in i.i.d. Rayleigh channels. The situation improves significantly in the NLOS scenario, as shown in Fig. 12. The gap in singular value spreads between measured and i.i.d. Rayleigh channels becomes smaller, which again indicates that NLOS with rich scattering provides more "favorable" propagation for the spatial separation of user signals, even when they are located close to each other. When sixteen users are located far from each other, the CDF curves of singular value spreads in the measured channels are closer to the ones for i.i.d. Rayleigh channels, as shown in Fig. 13. This implies that spatial separation of user signals improves even more. In all three scenarios, despite larger singular value spreads in the measured channels, trends similar to those for i.i.d. Rayleigh channels can be observed. The singular value spread becomes smaller and much more stable, as the number of base station antennas increases.

DPC capacities in the three scenarios are shown in Fig. 14. With sixteen users, asymptotic capacity given in (7) is $16 \log_2(1+10) = 55.4$ bps/Hz. Average performance in i.i.d. Rayleigh channels gets closer and closer to this asymptotic capacity, as the number of antennas increases. Performance in the measured channels is, however, significantly lower. Despite this, in the worst case where sixteen users are co-located with LOS, the average performance reaches about
Figure 11: CDFs of singular value spreads when using 16, 32 and 128 antennas, in the scenario where sixteen users are closely located at MS 2, all with LOS to the UCA.

Figure 12: CDFs of singular value spreads when using 16, 32 and 128 antennas, in the scenario where sixteen users are located close to each other at MS 7, all with NLOS to the UCA.
Figure 13: CDFs of singular value spreads when using 16, 32 and 128 antennas, in the scenario where sixteen users are located far from each other at MS 1-8, among which eight have LOS conditions and eight have NLOS to the UCA.

Figure 14: Sum-rate capacity in the downlink, achieved by DPC, in the scenario where sixteen users are located close to each other at MS 2 with LOS, MS 7 with NLOS, and are far from each other at MS 1-8, respectively.
50% of the asymptotic capacity when all 128 antennas are used, i.e., 8 times the number of users. The situations in the other two scenarios are better. With 128 antennas, the UCA performs at 75% and 90% of the asymptotic capacity, when sixteen users are co-located with NLOS and are far apart, respectively.

With more users and equal number of base station antennas, spatial separation becomes more difficult, but with the UCA we still obtain a large fraction of the i.i.d. Rayleigh performance, especially in NLOS conditions with rich scattering and when users are far apart. Although we lack measurement data for sixteen users with the ULA, we can expect that the ULA would provide better spatial separation also in this case, especially for co-located users, due to its higher angular resolution.

6 Summary and Conclusions

The presented investigation shows that in the studied real propagation environments we have characteristics that allow for efficient use of massive MIMO: the advantages of this new technology, as predicted by theory, can also be obtained in real channels. Based on channel measurements, using one practical UCA and one virtual ULA, both having 128 elements, we have illustrated the channel behavior of massive MIMO in three representative propagation scenarios and discussed corresponding singular value spreads and achieved sum-rate capacities.

In all scenarios, the singular value spread decreases considerably, and becomes more stable around a smaller value over the measured bandwidth, when using a large number of antennas. This indicates that massive MIMO provides better orthogonality between channels to different users and better channel stability than conventional MIMO. In the most difficult situation studied, i.e., closely located users with strong LOS to the base station, the singular value spread is significantly larger than that in i.i.d. Rayleigh channels, which indicates worse user orthogonality in the measured channels. Despite this gap, a large fraction of the asymptotic capacity achieved in i.i.d. Rayleigh channels can still be harvested in the measured channels. In the other studied scenarios, NLOS conditions with rich scattering provide more “favorable” propagation and allow better spatial separation of the users, even though they are closely located, while well distributed users also help to improve the performance. In the scenarios where users are in NLOS or in LOS but located far from each other, the measured channels with the ULA and the UCA achieve performance close to that in i.i.d. Rayleigh channels.
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Paper III
Spatial Separation of Closely-Spaced Users in Measured Massive Multi-User MIMO Channels

Fully-synchronous measurements of a massive multi-user multiple-input multiple-output (MU-MIMO) radio propagation channel are presented. We evaluate the ability of a massive MIMO system to spatially separate users located close to each other in line-of-sight (LOS) propagation conditions. The system consists of a base-station (BS) antenna array equipped with 64 dual-polarized antenna elements (128 ports) arranged in a cylindrical configuration, and eight single-antenna users. The users are confined to a five-meter diameter circle and move randomly at pedestrian speeds. The BS antenna array is located on top of a 20 m tall building and has LOS to the users. We examine user separability by studying singular value spread of the MU-MIMO channel matrix for several subsets of BS antenna array ports, along with sum-rate capacity and achievable sum-rates with both zero-forcing and matched-filtering linear precoders. We also analyze the performance of the user with the lowest rate. Finally, a comparison between the performance offered by the massive MIMO system and that of a conventional MU-MIMO system is provided. To the best of our knowledge, this is the first report of fully-synchronous dynamic measurements of a massive MIMO system. Our investigation shows that even users located close to each other in LOS propagation conditions can be spatially separated in a massive MIMO system.

Spatial Separation of Closely-Spaced Users in Measured Massive Multi-User MIMO Channels

1 Introduction

Massive MIMO is an emerging communication technology promising order-of-magnitude improvements in data throughput, link reliability, range, and transmit-energy efficiency [1–4]. These benefits arise from leveraging additional degrees of freedom provided by an excess of antenna elements at the BS side. A typical massive MIMO system can consist of one or more BSs equipped with many, say, $M = 100$, antenna elements serving $K$ single-antenna users in the same time-frequency resource. $K$ is in the order of 10 to 20 users, possibly more. Due to its potential to greatly increase spectral efficiency compared to today’s systems, massive MIMO is considered as one of the main directions towards future 5G communication systems [5–7].

A key assumption when addressing massive MIMO systems is so-called favorable propagation conditions, meaning that propagation channels to different users are nearly orthogonal. Under this assumption, the scaled Gram matrix $G = HH^H/M$, where $H$ is the channel matrix, approaches a diagonal matrix as $M$ goes to infinity. Hence, linear precoding and detection schemes such as zero-forcing (ZF) and matched-filtering (MF) become nearly optimal [1, 2, 8]. Nevertheless, in real propagation channels and with practical setups, the off-diagonal entries of $G$ typically have non-zero values. User separation based on spatial channel properties is particularly difficult in situations where the users are located close to each other and experience LOS propagation conditions to the BS antenna array.

Several measurement campaigns have been conducted to study the performance of massive MIMO in real propagation environments. In [9–11], we reported outdoor massive MIMO channel measurements at 2.6 GHz with a linear array and a cylindrical array, both having 128 antenna elements. The investigations concluded that real propagation channels allow effective use of massive MIMO technology in the sense that a large fraction of the sum-rate capacity of MIMO channels with independent and identically distributed (i.i.d.) Rayleigh fading can be achieved in real propagation channels: as the number of BS antenna elements increases, the orthogonality among users’ channels increases, and linear precoding schemes achieve a performance close to that of dirty-paper coding (DPC) [12]. This is also shown in [8] for indoor BS measurements. In [13] massive MIMO channel measurements using a scalable antenna array consisting of up to 112 elements were reported. The results in [13] further support the conclusions drawn in [8, 10, 11], that theoretical gains of massive MIMO can be achieved in practice. Altogether, the combined set of published experimental results on massive MIMO elevates it from a mere theoretical concept to a practical technology.

Here we present a new massive MIMO channel measurement campaign at
2.6 GHz. Similar to [8] and [11] we use a cylindrical array with 128 ports, although the presented campaign differs from those previously reported in two important ways:

- Instead of having virtual users, i.e., choosing users from different measurement positions, as in [8–11], we have fully-synchronous dynamic measurements to multiple users. This means that the channels from all users to the BS antenna array are measured simultaneously, and we can capture joint statistical properties of the multi-user channels and their evolution in time, i.e., the dynamics of the system. To the best of our knowledge, this is the first paper reporting such measurements for a massive MIMO system.

- With the obtained measurement data, we focus on investigating the spatial separation of closely-spaced users in LOS, which is a particularly difficult situation for conventional MIMO. For massive MIMO, it is expected that with a large-enough number of antenna elements at the BS, spatial multiplexing of closely-spaced users is possible. Our study is relevant to the scenario of outdoor live concerts or sports events, where user density can be relatively high.

2 Measurement Description

2.1 Measurement Setup

The measurement campaign was performed using a 128-port cylindrical array at the BS side, shown in Fig. 1, with 16 dual-polarized patch antenna elements in each circle and 4 such circles stacked on top of each other. The spacing of adjacent elements is half a wavelength at 2.6 GHz. At the user side, we use eight vertically-polarized omni-directional antennas\(^6\), acting as eight simultaneous users. The eight antennas are connected through optical fibers to the transmit side of the RUSK LUND MIMO channel sounder [14].

Measurements were recorded using a center frequency of 2.6 GHz and 40 MHz bandwidth. Each measurement took 17 seconds, and 300 snapshots were recorded during this time. The sounding signals were transmitted with 0.5 W output power. Values of the average measurement signal-to-noise ratio (SNR) between 14 dB to 16 dB have been estimated.

\(^6\)The antennas, of type SkyCross SMT-2TO6MB-A, are omni-directional in azimuth when measured without users. The radiation pattern including the users is more complex and is dependent on the exact position of antenna and users.
Figure 1: (a) The cylindrical array with 128 ports. (b) View from site MS 2.

Figure 2: (a) A user holding the user equipment antenna with an inclination of 45°. (b) Users moving randomly within the five-meter diameter circle.
2.2 Measurement Environment

The measurements were carried out outside the main entrance of the E-building of the Faculty of Engineering (LTH), Lund University, Lund, Sweden (55.711510 N, 13.210405 E). The cylindrical array at the BS side was placed on the roof of the E-building, as shown in Fig. 1. At the user side several sites were measured. MS 1 and 2 have LOS conditions to the BS array, while MS 3–5 have NLOS conditions\(^7\) (see Fig. 3). At each site, we have a circle with a five-meter diameter and eight users moving inside it, representing a situation of high user density. During the measurements, the users were holding the antennas inclining them at about 45 degrees, so that we have both vertical and horizontal polarizations at the user side. The eight users were moving randomly at pedestrian speeds around 0.5 m/s, inside the 5 m circle. Note that, since the users were allowed to turn around, the LOS component to the BS can be blocked in some snapshots, by the user holding the antenna or by other users (see Fig. 2).

\(^7\)In this work we are only concerned with sites in LOS, i.e. MS 1 and MS 2.
3 Signal Model

For the analysis, we consider the downlink of a single-cell MU-MIMO system. The system consists of $K$ single-antenna users and a BS equipped with $M$ antenna ports ($K \leq M$). Orthogonal frequency division multiplexing (OFDM) with $L$ subcarriers is assumed. Let $s_{\ell,n}$ be the $M \times 1$ vector signal transmitted by the BS at subcarrier $\ell$ and snapshot $n$, with $1 \leq l \leq L$ and $1 \leq n \leq N$. The composite received signal $y_{\ell,n}$ can be written as

$$ y_{\ell,n} = H_{\ell,n} s_{\ell,n} + w_{\ell,n}, \quad (1) $$

where $w_{\ell,n}$ is the $K \times 1$ vector of the receiver noise with independent components distributed as $\mathcal{CN}(0,1)$, and $H_{\ell,n} \in \mathbb{C}^{K \times M}$ is the narrow-band channel matrix of the radio propagation channel, satisfying $\mathbb{E}\{\|h_{k,\ell,n}\|_F^2\} = M$ where $h_{k,\ell,n}$ is the $k$th row of $H_{\ell,n}$. Furthermore, the transmit vector $s_{\ell,n}$ has a covariance matrix satisfying the power constraint

$$ \mathbb{E}\{s_{\ell,n}^H s_{\ell,n}\} = P. \quad (2) $$

With these conventions, the mean received power per user in the MISO case with maximum ratio transmission (MRT) becomes $P\frac{M}{K}$, yielding a channel capacity

$$ C_{\text{MISO}} = \log_2 \left(1 + P\frac{M}{K}\right). \quad (3) $$

In this work, we choose to harvest the array gain as reduced transmit power. Therefore, the total transmit power $P$ is scaled according to

$$ P = \rho \frac{K}{M}. \quad (4) $$

In this way, the mean SNR per user in the MISO case with MRT remains constant at some target level $\rho$.

3.1 Normalization

In order to compensate for gain imbalances across different MISO links, arising, e.g., from differences in the electronic components used in the measurement setup, channel normalization is applied. The normalization is such that the average energy of the user channels, when taken over all $L = 257$ subcarriers and $N = 300$ measurement snapshots, is equal to 128. This normalization can be obtained by defining

$$ h_{k,\ell,n}^{\text{norm}} = \sqrt{\frac{128LN}{\sum_{n=1}^{N} \sum_{l=1}^{L} \|h_{k,\ell,n}^{\text{meas}}\|_F^2}} h_{k,\ell,n}^{\text{meas}}, \quad (5) $$
where $h_{k,\ell,n}^{\text{norm}}$ is the $k$th normalized MISO channel, i.e., the $k$th row of the normalized MU-MIMO channel matrix $H_{\ell,n}^{\text{norm}}$, and $h_{k,\ell,n}^{\text{meas}}$ represents the measured MISO channel from the BS antenna array to the $k$th user. With the normalization proposed, imbalances in the channel gain of different users are removed, while energy variations over BS antenna elements, subcarriers and measurement times are retained. In particular, the distance-dependent path loss of the radio propagation channel is removed, whereas the effects of small-scale and large-scale fading remain. The sub-indices $\ell$ and $n$ will be dropped in the rest of the discussion. This will not cause any problem since, from this point on, all processing is done per time-frequency resource.

3.2 Antenna Array Size Reduction

The effect of the number of antenna elements $M$ at the BS antenna array is a topic of interest for the design and implementation of practical massive MIMO systems. Thus, the $8 \times 128$ MU-MIMO channel matrices obtained from the measurements at different sites can be downsampled to a suitable size, $8 \times M$, and the influence of the parameter $M$ can be investigated. Let $8 \leq M \leq 128$ be the reduced number of antenna elements at the BS antenna array, and $\pi_M = \{ p(1), \ldots, p(M) \}$, with $1 \leq p(1) < \ldots < p(M) \leq M$, a set of indices selecting $M$ antenna elements from a total of 128. Then, the normalized and $\pi_M$-reduced channel matrix $H_{\ell,n}^{\text{norm},\pi_M}$ is obtained from

$$h_{k}^{(\text{col})\text{ norm},\pi_M} = h_{p(k)}^{(\text{col})\text{ norm}},$$

(6)

where $h_{k}^{(\text{col})\text{ norm},\pi_M}$ and $h_{i}^{(\text{col})\text{ norm}}$ are the $k$th and $i$th columns of $H_{\ell,n}^{\text{norm},\pi_M}$ and $H_{\ell,n}^{\text{norm}}$, respectively.

The antenna elements of the sub-arrays have been selected in the following way: i) for $M = 128$, all antenna patches are used; ii) for $M = 64$, 8 evenly spaced antenna patches are chosen from each antenna ring, with the antenna patches in two adjacent antenna rings staggered by one element; iii) for $M = 32$, the antenna patches of the two middle rings for the case of $M = 64$ are chosen; iv) for $M = 16$, the antenna patches of the lower ring for the case of $M = 32$ are chosen; v) for $M = 8$, the four adjacent antenna patches pointing northwest in the same ring as for the case of $M = 16$ are chosen. In all cases, both ports from each selected antenna patch are used. With this choice, the sub-arrays for the cases of $M = 128, 64, 32$ and 16 are approximately isotropic, while the sub-array for the case of $M = 8$ shows a directional gain of 0.6 dB and 3.8 dB for sites MS 1 and MS 2, respectively. The case $M = 8$ resembles a conventional $8 \times 8$ MU-MIMO deployment and, hence, will serve as a baseline for evaluating the performance of massive MIMO.
3.3 Singular Value Spread

In this section we introduce the singular value spread of the channel matrix $H$ as a measure of the degree of orthogonality among the users. The channel matrix $H$ has a singular value decompostion

$$H = U \Sigma V^H,$$

where $U \in \mathbb{C}^{K \times K}$ and $V \in \mathbb{C}^{M \times M}$ are unitary matrices and $\Sigma \in \mathbb{C}^{K \times M}$ is a diagonal matrix containing the ordered singular values of the channel, $\sigma_1 \geq \ldots \geq \sigma_K \geq 0$. The singular value spread $\kappa$ (a.k.a. condition number) is then defined as the ratio between the largest and the smallest singular values, as given by

$$\kappa = \frac{\sigma_1}{\sigma_K}.$$  

It follows that $1 \leq \kappa \leq \infty$. Values of $\kappa$ close to 1 indicate nearly full user orthogonality while, under the assumption (5), large values of $\kappa$ imply a strong linear dependency of, at least, two of the rows in $H$ and, thereupon, a relative difficulty in the spatial separation of the corresponding users.

3.4 Dirty-Paper Coding Capacity

The singular value spread is not very informative when it takes large values. For example, consider a radio propagation environment in which the transmit signals from the BS antenna array to two of the users, say user 1 and user 2, reach those users through certain common propagation paths. This situation may lead to almost parallel MISO channels $h_1$ and $h_2$ and, as a result, to large singular value spreads. However, the BS antenna array might nonetheless be able to separate the channels of the remaining users. Hence, multiplexing several data streams on the same time-frequency resource is possible even when the singular value spread is large. In this section, the sum-rate capacity of the MU-MIMO downlink channel is introduced as a second measure of the performance of the massive MIMO system.

The sum-rate capacity of the narrow-band MU-MIMO downlink channel with full channel state information (CSI) at the BS is given by [15]

$$C_{\text{DPC}} = \max_{\{\gamma_k\}} \log_2 \det \left( I_M + H^H D H \right)$$

subject to $\sum_{k=1}^{K} \gamma_k = P$, $\gamma_k \geq 0$, $\forall k$,  

(9)
with $D = \text{diag}(\gamma_1, \ldots, \gamma_K)$ and $P$ the total transmit power (2). Problem (9) is a convex problem and can be efficiently solved, for instance, by means of the sum-power iterative waterfilling algorithm described in [16].

### 3.5 Linear Precoding

The sum-rate capacity of the narrow-band MU-MIMO downlink channel can be achieved by dirty-paper coding (DPC) [12]. However, the high computational complexity of DPC renders it impractical even for a low number of users. As an alternative to DPC, we consider linear precoding schemes of the form

$$s = Wx,$$

where $W \in \mathbb{C}^{M \times K}$ is the precoding matrix and $x$ is the $K \times 1$ vector containing the user data streams. We look at the performance of the popular zero-forcing and matched-filtering linear precoders [17]. The $i$th column of the ZF precoding matrix, $w_{ZF,i}$, is given by

$$w_{ZF,i} = \frac{h_i^{(\dagger)}}{\sqrt{\|h_i^{(\dagger)}\|_F}},$$

where $h_i^{(\dagger)}$ is the $i$th column of $H^H(HH^H)^{-1}$, the pseudo-inverse of the channel matrix. The $i$th column of the MF precoding matrix, $w_{MF,i}$, is given by

$$w_{MF,i} = \frac{h_i^H}{\sqrt{\|h_i\|_F^2}}.$$
Figure 4: CDFs of the singular value spread in logarithmic units when using 128, 64, 32, 16 and 8 antenna elements at the BS. In this scenario, eight users are located close to each other within the area of a five-meter diameter circle and experience LOS to the BS antenna array. Plots are given for two different measurement sites, labeled as MS 1 (top) and MS 2 (bottom). For comparison purposes, CDFs of the singular value spread of i.i.d. Rayleigh channels with the same number of antenna elements are also given. Note that the legend is shared between both figures.
the performance of i.i.d. Rayleigh channels. First, we look at the singular value
spread of the measured channels.

The cumulative distribution function (CDF) of the singular value spread in
logarithmic units,
\[ \kappa_{\text{dB}} = 10 \log_{10} \frac{\sigma_1}{\sigma_K}, \]  
(13)
when using 128, 64, 32, 16 and 8 antenna elements at the BS, can be seen in
Fig. 4. CDFs of the singular value spreads of i.i.d. Rayleigh channels with the
same number of transmit and receive antenna elements are also shown.

We can see from Fig. 4 that the measured user channels decorrelate as the
number of antenna elements at the BS, \( M \), increases. Furthermore, the slopes
of the CDF curves become steeper with increasing values of \( M \), demonstrating
the hardening effect of the user channels. The median of the singular value
spread for measured channels when using 128 antenna elements at the BS is
10.4 dB and 8.4 dB for sites MS 1 and MS 2, respectively. For both sites,
the CDF of the singular value spreads for \( M = 64 \) is very similar to that of
\( M = 128 \), while a moderate degradation by one to three dB is observed when
\( M \) is reduced to 32 and 16. By contrast, the median of the singular value spread
increases dramatically to 19.6 dB for site MS 1 and to 18.4 dB for site MS 2
when only 8 antenna elements are used at the BS — i.e. a 10 dB loss when
comparing conventional MU-MIMO with massive MIMO; a similar increase of
the variance is observed.

This information is summarized in Fig. 5, where the CDFs shown in Fig. 4
are represented as points in a coordinate system in which the abcissas corre-
spond to the median of the distribution of the singular value spread, and the
ordinates correspond to the inter-quartile range (IQR). In this representation,
moving to the left (reduced median) and to the bottom of the figure (reduced
IQR) means improved user orthogonality and channel hardening. We see that,
for the case of \( M = 128 \), the median of the channel measured at site MS 1
lies in-between the median of i.i.d. Rayleigh channels with \( M = 8 \) and \( M = 9 \),
whereas the IQR matches that of an i.i.d. Rayleigh channel with \( M = 10 \).
Hence, one can say that, the measured 8 × 128 channel has an effective degree
of orthogonality equivalent to an i.i.d. Rayleigh channel with \( M \) between 8 and
9, whereas its effective hardening corresponds to \( M = 10 \). In the same sense,
for site MS 2, the behavior of the channel resembles that of an i.i.d. Rayleigh
channel with 9–10 BS antenna elements, with a somewhat reduced dispersion
(\( M = 11 \)). The large gap between measured channels and synthetic i.i.d. chann-
els can be partly explained by the cylindrical geometry of the BS antenna
array: more than half of the antenna array elements cannot “see” the users at
sites MS 1 and MS 2.

A further observation that we can make from Fig. 5 is that the improvement
Figure 5: Median and inter-quartile range (IQR) of the singular value spread for the same cases as in Fig. 4. From left to right, circles represent the cases of $M = 128, 64, 32, 16$ and $8$. For i.i.d. Rayleigh channels, dots are used to represent the cases $M = 13, 12, 11, 10$ and $9$. Additionally, the medians and the IQRs for the cases of $M = 64$ and vertically-polarized antenna ports only (triangle), horizontally-polarized antenna ports only (square) and antenna ports including both polarizations (star) are also given.

in user channel orthogonality when increasing the number of antenna elements at the BS beyond 64 is marginal in comparison with that of i.i.d. Rayleigh channels. This fact might indicate that, for this specific scenario and array geometry, further gains in user spatial separation cannot be obtained by increasing the density of the spatial sampling at the BS. Rather, one must resort to dual-polarized antenna elements, as explained next. On top of the subsets of BS antenna elements thus far discussed, three extra BS antenna array subsets are considered: i) $M = 64$ with all elements vertically polarized, ii) $M = 64$ with all elements horizontally polarized, and iii) $M = 64$ with neighbour elements having alternate polarizations. With this choice, exactly one port from
Figure 6: Ergodic sum-rate capacity at site MS 2 when using 128, 64 and 8 antenna elements at the BS. Transmit power reduction have been applied.

Let us now turn our attention to the sum-rates achievable through massive MIMO in the considered setup by linear precoding. The estimated ergodic sum-rate capacity and ergodic sum-rates for the ZF and MF precoders when using 128, 64 and 8 antenna elements at the BS are shown in Fig. 6 for several target values of $\rho$. Note that the cases $M = 32$ and $M = 16$ have been dropped since these values of $M$ are not representative of typical massive MIMO deployments. We focus on the sum-rate results for site MS 2 (similar comments apply to site
Fig. 6 shows that, for moderate values of $\rho$, massive MIMO with ZF can achieve a large fraction of the DPC capacity. For instance, 69% of the DPC capacity (19.5 bits/s/Hz) is achieved when $\rho = 10$ dB, and this figure increases to 86% (of 42.2 bits/s/Hz) when $\rho = 20$ dB. On the other hand, the sum-rates achievable by the ZF precoder in a conventional 8×8 MU-MIMO setup fall much shorter: 18% and 34% (of 19.4 bits/s/Hz and 37.6 bits/s/Hz, respectively) for the same SNR points. It is important to recall that transmit power has been reduced as described in Sec. 3.2: In the case at hand, conventional 8×8 MU-MIMO radiates 38.4 times more power than massive MIMO with $M = 128$. If, rather, the massive MIMO array gain is leveraged to its full extent, an increase of the sum-rate capacity and ZF sum-rate by $K \log_2(\frac{M}{K})$ bits/s/Hz, i.e. 32 bits/s/Hz for $M = 128$, can be expected for moderate values of $\rho$ and beyond.

Finally, we look into the issue of fairness in the allocation of the user data rates. As is known, maximizing the sum-rate might result in large imbalances in the data rates allocated to each of the users, with users experiencing advan-
Table 1: ZF sum-rate for site MS 2 ($\rho = 10$ dB).

<table>
<thead>
<tr>
<th></th>
<th>$M = 8$</th>
<th>$M = 64$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average number of users allocated power with ZF</td>
<td>6</td>
<td>8</td>
</tr>
<tr>
<td>Sum-rate shared among the users</td>
<td>3.4 bps/Hz</td>
<td>13.4 bps/Hz</td>
</tr>
<tr>
<td>Fraction of DPC capacity achieved</td>
<td>18%</td>
<td>69%</td>
</tr>
<tr>
<td>Total transmit power shared among the users</td>
<td>3.8 dB</td>
<td>-9.0 dB</td>
</tr>
</tbody>
</table>

Table 1: ZF sum-rate for site MS 2 ($\rho = 10$ dB).

Advantageous signal strength levels being allocated most of the available sum-rate, and users experiencing weak signal strengths being allocated little or no capacity. The top part of Fig. 7 shows the average number of users allocated power, i.e., the average number of users with $\gamma_k > 0$, at site MS 2 when using 128, 64 and 8 antenna elements at the BS, for DPC, ZF and MF. It can be seen that, with $8 \times 64$ massive MIMO and ZF, all 8 users are allocated power for values of $\rho = 10$ dB, or greater. By contrast, at the same SNR point, conventional $8 \times 8$ MU-MIMO with ZF allocates power to six users only. Hence, we see that massive MIMO can achieve higher sum-rates and, at the same time, schedule more users than conventional MU-MIMO. On the other hand, conventional MU-MIMO with MF offers a larger sum-rate (see Fig. 6) at the expense of a decrease in user fairness (five or less users scheduled). Additionally, the lowest user rate averaged over all time-frequency resources is shown at the bottom part of Fig. 7. As expected, the lowest user rate for the MF and ZF with conventional $8 \times 8$ MU-MIMO is (close to) zero bits/s/Hz.

5 Summary and Conclusions

Let us go back to the question that we tried to answer in this paper: Can massive MIMO spatially separate users that are confined to a circle with a five-meter diameter in LOS conditions? This question is not easy to give a satisfactory answer to, but in an effort to partly address it, we have conducted a measurement campaign which can be summarized as in Table 1.

In our view, we have demonstrated clear indications that massive MIMO indeed separates them, as, with massive MIMO, many more users can share a much larger sum-rate compared to the case of conventional MIMO. What is more, with massive MIMO, all users get a non-zero communication rate for reasonable SNR values when the sum-rate of the system is maximized. All in all, we think it is fair to say that the massive MIMO system is able to separate all the closely-located users.
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Spatial multiplexing using Massive MIMO has been shown to have very promising properties, including large gains in spectral efficiency and several orders of magnitude lower transmit power, as compared to today’s access schemes. The properties of massive MIMO have been studied mostly for theoretical channels with independent and identically distributed (i.i.d.) complex Gaussian coefficients. To efficiently evaluate massive MIMO in more realistic scenarios, we need channel models that capture important massive MIMO channel characteristics. We pursue this by analyzing measurement data from a measurement campaign in the 2.6 GHz frequency range, using a physically large array with 128 elements. Key propagation characteristics are identified from the measurements. We use the cluster-based COST 2100 MIMO channel model as a basis, and propose an extension to include those important propagation properties for massive MIMO. Statistical models of the total number of clusters, their visibility regions and visibility gains at the base station side are found based on the measurement data.
1 Introduction

Massive MIMO, also known as very-large MIMO or large-scale antenna systems, is an emerging technology in wireless communications. With massive MIMO, we consider multi-user MIMO (MU-MIMO) where a base station is equipped with a large number (say, tens to hundreds) of antennas, and is serving several single-antenna users in the same time-frequency resource.

It has been shown both in theory and in real propagation environments that massive MIMO has very promising properties, including large gains in spectral efficiency and several orders of magnitude lower transmit power [1–4], as compared to conventional MIMO systems with a small number of antennas at the base station. So far, theoretical studies of massive MIMO are mostly done in channels with i.i.d. complex Gaussian coefficients. However, to efficiently evaluate such a new technique in more realistic scenarios, new channel models are needed that capture important properties of real massive MIMO propagation channels.

Unlike conventional MIMO with small and compact antenna arrays, massive MIMO with a large number of antennas can have antenna arrays that span tens to hundreds of wavelengths in space. Over this type of large arrays, the propagation channel cannot be seen as wide-sense stationary (WSS) as is usually the case for conventional small MIMO. This has been observed in measured channels using a 128-element linear array, as reported in [5] and [6]. When we resolve the propagation channel into scatterers, we observe that some scatterers are not visible over the whole array, and for scatterers being visible over the whole array, their power contribution may vary considerably. Thus, large-scale/shadow fading can be experienced over this large array. The power variation caused by the large-scale/shadow fading over the antenna array can be critical to performance evaluation and algorithm design for massive MIMO.

Therefore, it is important to model the non-WSS characteristic of the propagation channel over the array and include it in new channel models.

We start from a well-known MIMO channel model - the COST 2100 model [7], in which only small and compact MIMO arrays have been considered so far. Based on channel measurements using the 128-element linear array, we identify propagation properties of massive MIMO channels that are missing in the COST 2100 model. Then we propose an extension to include these massive MIMO properties. These propagation properties are also modeled statistically, using the measurement data.

The rest of the paper is organized as follows. In Sec. 2, we give a brief introduction on the COST 2100 MIMO channel model. In Sec. 3, we describe our massive MIMO channel measurements, measurement data processing, and propagation properties that are observed from the measured channels. Then
in Sec. 4 we propose an extension of the COST 2100 model to include massive MIMO channel characteristics. Finally we summarize this modeling work in Sec. 5.

2 COST 2100 MIMO Channel Model

The COST 2100 MIMO channel model is a geometry-based stochastic channel model (GSCM) that can reproduce the stochastic properties of MIMO channels over time, frequency, and space. It characterizes and models the radio channel in delay and directional domains, through the geometric distribution of scatterers, or clusters, i.e., groups of multipath components (MPCs), in the propagation environment. This cluster-based channel model describes the physical channel and is antenna-independent. The directional domain, when combined with antenna array responses at transmit and receive side, can be directly transformed into the spatial dimension for wideband MIMO channel simulations.

One advantage of cluster-based channel models is that they model the time-variant/spatially-variant nature of the radio channels. In the COST 2100 model, this is done by introducing cluster visibility regions, as one of the key modeling concepts. A visibility region (VR) is a region on the azimuth plane in the simulation area, which determines the visibility of a particular cluster. Each cluster is associated with at least one VR. When a mobile enters a VR, the related cluster becomes “visible”, and contributes scattering through the corresponding MPCs in the radio channel between the mobile and the base station. The power level is controlled by a function called visibility gain, which describes the power variation of the scattering contribution within a VR. The mobile can be located in an area where multiple VRs overlap, and in this case, multiple clusters are “visible” simultaneously. The VRs are assumed to be uniformly distributed in the simulation area. When a mobile moves in the simulation area, it enters and leaves different cluster VRs. In this way, the time-variation/spatial-variation of the channel due to the movement is modeled by the variation of scattering contribution from different clusters. In the current COST 2100 model, the cluster VRs are only used at the mobile side, since the mobile terminal movement is one of the main causes of temporal and spatial variations of the channels. However, for a massive MIMO base station, when the antenna array becomes physically much larger than today’s small and compact arrays, the effect of a spatially-variant channel can be experienced, but now over the large antenna array at the base station. This is shown and discussed when we analyze channel measurements in Sec. 3.

More details on the COST 2100 MIMO channel model, such as general
structure, parameterization, implementation and validation, can be found in [7–9].

3 Channel Measurements and Processing

In order to characterize and model massive MIMO channels, measurements with a large virtual array were performed. Since the cluster-based COST 2100 channel model is our modeling basis, we extract clusters from the measured channels and investigate the channel behavior of massive MIMO at a cluster level. Comparing with conventional small MIMO channels, we identify missing properties of massive MIMO in the current model. Channel measurements, measurement data processing, and observed channel behavior are presented in the following.

3.1 Channel Measurements

The measurements were carried out outdoors around the E-building of the Faculty of Engineering (LTH), Lund University, Sweden. An overview of the semi-urban measurement area is shown in Fig. 1 (left). The base station (receive) antenna array was placed on the roof of E-building. It is a 128-element virtual linear array and spans 7.4 m in space. The distance between adjacent antenna element positions is half a wavelength at 2.6 GHz. Fig. 1 (upper and lower right) shows this physically large array with an omni-directional antenna moving on a rail, giving 128 antenna positions. At the user (transmit) side, an omni-directional antenna was moved around 8 measurement sites (MS) acting as single-antenna users. Among these sites, three (MS 1-3) have line-of-sight (LOS) conditions, and five (MS 4-8) have non-line-of-sight (NLOS) conditions. At each site, 5 positions were measured.

The measurement data were recorded at a center frequency of 2.6 GHz and a signal bandwidth of 50 MHz, using an HP 8720C vector network analyzer. With the virtual linear array and vector network analyzer, it takes around half an hour to record one measurement, i.e., at the base station, the omni-directional antenna moves from the beginning of the array to the end. In order to keep the channel as static as possible during one measurement, this campaign was performed during the night when there were few objects, e.g., people and cars, moving around in the measurement area.

3.2 Measurement Data Processing

From the raw measurement data, i.e., the channel transfer functions, we need to investigate the massive MIMO channel behavior at a cluster level and iden-
Figure 1: Left: overview of the measurement area at the campus of the Faculty of Engineering (LTH), Lund University, Sweden. A 128-element virtual linear array at the base station was placed on the roof of the E-building. 8 measurement sites (MS 1-8) around the E-building were measured. Upper right: an omni-directional antenna moving along a rail, forms the virtual linear array with 128 equidistant antenna positions. Lower right: another view of the same virtual linear array spanning 7.4 m.
tify propagation properties that are missing in the current model. For each measured position, in order to extract the clusters in the channel, we apply a sliding window with 10 neighboring antennas over the array. From the raw measurement data within each window, we estimate the MPCs with parameters of delay, angle of arrival (AoA) in azimuth and complex amplitude, through the space-alternating generalized expectation maximization (SAGE) algorithm [10]. Based on the estimated MPC parameters, joint clustering and tracking [11] is performed. Clusters are identified by grouping the MPCs through the KpowerMeans clustering algorithm [12] for each 10-antenna window, then the identified clusters are tracked over windows along the array. The reason we process the channel data based on 10-antenna windows is that the channel can be considered as wide-sense stationary (WSS) within such window. On the basis of these WSS sub-channels, we can study the spatial-variation of the whole channel over the array. Furthermore, when the SAGE algorithm estimates the directional information, 10 antennas can provide relatively high angular resolution.

Through the above processing of raw measurement data, we can investigate the channel behavior at a cluster level. Angular power spectrum from the SAGE estimates and corresponding cluster power variations over the array from joint clustering and tracking are shown in Fig. 2 as examples. Fig. 2(a) and 2(b) show the angular power spectrum over the array in one LOS scenario and one NLOS scenario, respectively. From here we can see the spatial-variation of the channel over the large array. For example, in Fig. 2(a), the LOS component from around 150 degrees is stronger at the beginning of the array and becomes shadowed at the end of array. The power contribution from 130 degrees only appears over a part of the array. In the NLOS scenario shown in Fig. 2(b), we can see that the scattering is more rich and many scatterers are only visible over a part of the array. The corresponding cluster power variations over the array in these two scenarios are shown in Fig. 2(c) and 2(d) (solid lines). Along with the cluster power variations, we can also see the distance along the array that each cluster is visible. Some clusters are visible over the whole array, while others are only visible for a part of the array. The above shows that the massive MIMO channel cannot be considered wide-sense stationary over the large array, and thus large-scale/shadow fading is experienced.

In comparison with massive MIMO with a large array, the shadowed regions in Fig. 2 indicate a channel that a conventional small MIMO would experience. A small and compact array which spans only a few wavelengths in space would experience a very small part of the channel that a large array sees. From the

---

8The range of directional estimation is 0-180 degrees for the linear array. This is due to the directional ambiguity problem inherent in this type of array structure [13], thus it does not affect the channel modeling for it.
Figure 2: Angular power spectrum and cluster power variations over the large array at the base station. (a) and (c) are results from a LOS scenario when the user is at MS 3. (b) and (d) are results from a NLOS scenario when the user is at MS 7. For the cluster power variations shown in (c) and (d), different clusters are indicated by different colors, and the solid lines are the cluster power variations over the array, which are fitted by linear slopes, i.e., the dashed lines, in a least-squares sense. The shadowed regions in the four plots show examples of the channels that a conventional small MIMO array extending over a few wavelengths would experience.
shadowed regions in Fig. 2, we can see that the small MIMO channels do not have much spatial-variation: within the indicated range of the small array, the same clusters are visible and the cluster power has small variations.

4 Modeling for Large Array

From the observation of measured channel behavior discussed above, we know that massive MIMO channels can have significant spatial-variation over the large array. To extend the current COST 2100 model to support large arrays, this spatial-variation at the base station side needs to be modeled and included. A simple way for this is to extend the concept of cluster visibility regions, as discussed in Sec. 2, to the base station side. The idea is that each cluster should have two types of VRs, one at mobile station side (MS-VR), and one at base station side (BS-VR). Similar to how a mobile terminal moves in and out of MS-VRs on the mobile side, antenna elements along the large array are either inside or outside BS-VRs at the base station side. This is illustrated in Fig. 3, where colored regions imply visibility of different clusters along a large linear array.

After introducing the concept of cluster VRs on the base station side, we determine what needs to be modeled in the extension to include massive MIMO. First of all, the total number of clusters that are visible over a large array should be modeled. As can be seen from Fig. 2 and Fig. 3, more clusters are visible for a large array as compared to a small array, so the number of clusters in the current model is not suitable any more. Then, for each cluster, we assign BS-VR to it together with MS-VR, we therefore need to model the properties of BS-VRs, such as shape and size. It should be mentioned that the modeling of MS-VR in the current model cannot be directly used for BS-VR. This is because the mobile station and the base station usually have very different propagation environments in their vicinity. Mobile stations are usually moving on ground, while base stations are typically positioned on top of buildings. Another thing that should be taken into account is the cluster power variations within the BS-VRs. In the current model, the average power contribution of a cluster depends on the geometry of the cluster location in the simulated propagation environment. As an extension, what we need to model here is only the variation of cluster power, which is the cluster visibility gain at the base station side.

The modeling of the total number of clusters, cluster visibility region and visibility gain at the base station side are discussed in the following. We model them statistically based on the processed measurement data. As being done for the current model in [8], LOS and NLOS scenarios are modeled and parameterized separately, since they show different statistics from the measurement
data. Here we show the modeling and parameterization for NLOS scenarios, based on the measurements at MS 4-8 (see Fig. 1), as an example. For LOS scenarios, the modeling and parameterization are done in the same way, but result in different values on the estimated distribution parameters.

4.1 Total Number of Clusters

Fig. 4 shows the statistics of the total number of clusters that are visible in the range of 7.4 m linear array in the NLOS scenarios. Since the data can only take on discrete values, we use a negative binomial distribution to model it, as can be seen in Fig. 4. The two parameters of the negative binomial distribution are obtained through maximum-likelihood estimation (MLE). Note that the clusters are extracted from the channel when the mobile is at one measurement position. It means that only clusters with MS-VRs overlapping that position are visible. If the movement of mobile station is considered, the total number of clusters in the environment should be even higher than what we observe in this measurement.

4.2 Cluster Visibility Region at the Base Station Side

In the current model, the MS-VRs are modeled as circular regions of a fixed size. However, a modification has been suggested in [8] to introduce variations in the VR size. In contrast to the MS-VRs which are two-dimensional regions on the azimuth plane, the BS-VRs have to be modeled as intervals for now, since the large linear array only spans one dimension. The lengths of these intervals
are the BS-VR sizes, for which the modeling is discussed in the following.

As can be seen in Fig. 2, some clusters have BS-VRs entirely inside the array, and some clusters have BS-VRs that overlap one or both ends of the array. For the former case, the observed BS-VR length on the array is the cluster’s true BS-VR length, while for the latter case, the true BS-VR length may be much longer than what is observed on the array. Since the physical size of the linear array is limited, we can only measure part of the length of many cluster BS-VRs. In order to model the true BS-VR lengths from the observed data, we derive the relationship between the true BS-VR length and the observed BS-VR length, depending on the BS-VR center position along the array. This relationship is illustrated in Fig. 5. For the three cases of the BS-VR being entirely inside the array, outside the array at one end and outside the array at both ends, we can write the observed BS-VR length ∆ as a function of the true length α and the center position Xc. We assume that the cluster BS-VR center positions Xc are uniformly distributed along the line of the array in space, just as in the current model the MS-VRs are uniformly distributed in the simulation area. Then we can find the relationship between the distributions of ∆ and α. The cumulative distribution function (CDF) of the observed BS-VR lengths, K∆(y), can be written as a function of the

**Figure 4:** CDF of the total number of clusters, which is modeled as negative binomial distribution with the estimated parameters r = 2.43 and σ = 0.16.
probability density function (PDF) of the true BS-VR lengths, \( f_\alpha(\nu) \), as

\[
K_\Delta(y) = \begin{cases} 
K'_\Delta(y), & y \leq L, \\
1, & y > L,
\end{cases}
\]  

where

\[
K'_\Delta(y) = \int_{\Delta_0}^{y} f_\alpha(\nu) \, d\nu + 2y \int_{y}^{\infty} \frac{1}{L+\nu} f_\alpha(\nu) \, d\nu - 2\Delta_0 \int_{\Delta_0}^{\infty} \frac{1}{L+\nu} f_\alpha(\nu) \, d\nu.
\]  

Here we select a log-normal distribution, estimating its two parameters through an MLE approach based on the observed data. Here we select a log-normal distribution, and estimate its two parameters. The estimation result is shown in Fig. 6(a), where the true BS-VR length follows log-normal distribution with the estimated parameters. We can also see the fitting of the distribution of observed BS-VR lengths from the MLE result to the measured data, as shown in Fig. 6(b) and
Figure 6: Distributions of the true BS-VR lengths and observed BS-VR lengths on the array. (a) CDF of the estimated true BS-VR lengths, which follows a log-normal distribution with the estimated parameters of logarithm mean $\mu = 0.7$ and logarithm standard deviation $\sigma = 2$. (b) CDF of the observed BS-VR lengths on the array and the fitting through the MLE approach. (c) CDFs of the observed BS-VR lengths and the fittings through the MLE approach, splitting into two groups: BS-VRs entirely inside the array and BS-VRs outside the array at one or both ends.
Fig. 6(c). Fig. 6(c) shows the data of BS-VR entirely inside the array and the data of BS-VR outside the array separately. We can see that for the part that BS-VRs are entirely inside the array, the MLE result fits quite well, while for the part that BS-VRs are outside the array, the MLE fitting in the CDF plot is slightly higher than the measured data. Despite this, we can see in Fig. 6(b) the MLE fitting is quite good for the whole data set.

4.3 Cluster Visibility Gain at the Base station Side

For the cluster power variations within the BS-VRs, since the small-scale fading has already been modeled as the constructive and destructive effects of the MPCs in the current model, what we need to capture here is the large-scale fading along the array. For simplicity, we use linear slopes in dB to fit the cluster power variations, as shown in the dashed lines in Fig. 2(c) and (d). These linear slopes are estimated in a least-squares sense in the dB domain. The CDF of the slopes of these linear changes in dB are shown in Fig. 7. Note that for clusters with small observed BS-VRs, the estimation of the slopes may be unreliable. Thus in Fig. 7, the slopes for the clusters with observed BS-VRs larger than 25 windows, i.e., about 2 m, are shown and fitted well by the normal distribution.

![CDF of the slopes of cluster power variations in their BS-VRs. It follows normal distribution with the estimated parameters of the mean $\mu = -0.21$ and the standard deviation $\sigma = 0.9$.](image-url)
5 Summary

In this paper, the ongoing work of cluster-based modeling for massive MIMO channel is presented. We start from the well-known COST 2100 MIMO channel model, in which only small and compact MIMO arrays have been considered so far. Based on channel measurements using a physically large array with 128 elements, we have studied the massive MIMO channel behavior and identified important propagation properties missing in the current COST 2100 model. The observation is that the channel cannot be seen as wide-sense stationary over the large array at the base station. Therefore, an extension of the current model to support large arrays is proposed. The concept of cluster visibility regions in the current model is extended to the base station side to model the spatial-variation of the channel over the large array. Then statistical models of the total number of clusters, their visibility regions and visibility gains at the base station side are found based on the measured data.
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1 Introduction

Massive MIMO [1–4] is an emerging technology in wireless communications. With a large number of antennas at the base station, massive MIMO exploits a large number of spatial degrees of freedom in the propagation channels. It has been shown in both theory and experiments that massive MIMO can dramatically improve both spectral and transmit-energy efficiencies of conventional MIMO by orders of magnitude [5–10]. With the potential of offering higher data rates and serving more users simultaneously, massive MIMO is thus considered as a leading 5G technology candidate [11–15]. When massive MIMO is brought from theory to practice, channel measurements were performed to evaluate massive MIMO in real propagation environments [6–10], and real-time massive MIMO testbeds are also being implemented [16]. In order to efficiently design massive MIMO systems and test algorithms, channel models that include massive MIMO characteristics are now urgently needed.

So far, theoretical studies of massive MIMO are mostly done for channels with independent and identically distributed (i.i.d.) complex Gaussian coefficients, or based on correlative channel models, e.g., the Kronecker model. Channel models using an i.i.d. assumption do not consider channel correlations and power variations between users and between base station antennas, thus usually give more optimistic results than those obtained in real propagation channels. The Kronecker model is not suitable for physically-large arrays due to the assumption that the propagation at the transmitter and receiver sides are uncoupled, resulting in underestimation of the performance [17]. Another important aspect is the temporal behavior of the channels, which is crucial for studying massive MIMO channel estimation, however, many correlative models are unable to model time-variation.

In this paper, we present an attempt to model massive MIMO channels based on measurement campaigns at 2.6 GHz in both outdoor and indoor environments. The COST 2100 MIMO channel model is adopted as a general framework. The COST 2100 model is a geometry-based stochastic channel model (GSCM), and inherently it is able to capture and model important massive MIMO channel characteristics, i.e., the user separability and the temporal behavior of the channel. Most importantly, the COST 2100 modeling approach is generic, and the developed model is not specific to massive MIMO only, which means they can be consistent in both the spatial and frequency domain, i.e., capturing the propagation behavior over a few wavelengths to hundreds of meters, and supporting lower frequencies as well as higher frequencies. We suggest extensions of the COST 2100 channel model for massive MIMO. The extensions include 3D propagation, polarization, cluster behavior at the base station side for physically-large arrays, and variability of multi-path component (MPC)
gain for closely-spaced users.

The channel measurements on which we develop the massive MIMO channel model have been reported in [6–8, 18, 19]. The measurements were performed at 2.6 GHz and with 40 or 50 MHz bandwidth, using a physically-large linear array and a compact cylindrical array at the base station, both having 128 antenna elements. Scenarios with closely-spaced users were measured using the cylindrical array only, in an outdoor semi-urban environment emulating open exhibitions with a high user density, and in an indoor environment emulating crowded auditorium.

The rest of the paper is organized as follows. In Sec. 2 we review massive MIMO channel behavior that should be included in the new model, and we briefly discuss the limitations of current MIMO channel models. In Sec. 3 we discuss our modeling approach and scope, including model consistency and extensions to the COST 2100 model. We report initial parameters for the model extension in Sec. 4, and initial validation against measurements are presented in Sec. 5. Finally in Sec. 6 we summarize our work and draw conclusions.

2 Review of Massive MIMO Channel Behavior

Massive MIMO channel behavior including spherical wavefronts and large-scale fading over physically-large arrays have been reported in [18, 20]. With closely-spaced users, massive MIMO channel characteristics have been observed and presented in [8, 19]. Here we briefly review these new features of massive MIMO channels that have to be modeled, as compared to conventional MIMO channels.

2.1 New Features of Massive MIMO Channels

Compared to conventional MIMO channel, the radio channel of a massive MIMO system is of course the same, independent of system and antenna configuration used, but some propagation effects become more pronounced or more important when using physically-large arrays, when using many antenna elements at the base station, and when having many closely-located users. These effects are important and we need to capture detailed behavior that can explain, e.g., user separability, temporal behavior, as well as the possibilities for significant increases in spectral and transmit-energy efficiency. Among the important specific propagation effects for massive MIMO can be mentioned noticeable spherical wavefronts, variations of statistics over physically-large arrays, and the limited lifetime of individual MPCs when a user is moving.
When physically-large arrays are used at the base station, users or significant scatterers may be located inside the Rayleigh distance of the array, e.g., the 7.4 m linear array in [6] gives a Rayleigh distance of about 950 m. The plane-wave assumption does not hold for large arrays, and spherical wavefronts are observed [10]. Spherical wavefronts are important to model because then not only directions to users and scatterers are important, but also the distances to scatterers and users. The inherent beamforming capability of massive MIMO makes it possible to focus the signal energy to a specific point in the environment rather than just in a certain direction. Furthermore, if two users are in the same direction but at different distances from the base station, the spherical wavefronts can make it possible to separate those users, also in line-of-sight (LOS) [21]. This is typically not the case for conventional MIMO using smaller arrays.

The variations in statistics of the received signal from a specific user over physically-large arrays also contribute to user separation. The variations include, e.g., received signal power, angular power spectra, as well as power delay profile between different antenna elements [10], also in cases where they have identical antenna patterns aimed in the same direction. Variations of the angular power spectra can be characterized by the so-called spatial fingerprints [6]. The large-scale fading over the array can also be crucial for massive MIMO performance, as the antennas do not contribute equally to the performance [7].

When having many closely-spaced users, users interacting with different structural details of a scatterer needs to be considered when analyzing user separability. In conventional MIMO channel models, all the scatterers in a cluster are visible from all positions in the visibility region of the cluster. In practice this is, however, not the case. Each of the MPCs typically has a limited area inside the visibility region where they can be seen. In [22], the results show that duration of multipath components in urban scenarios is much shorter than commonly expected. Most of them last less than 1 m, and only a few last more than 10 m. This study suggests a modification of cluster-based models. Clusters provide a very effective way of modeling antenna correlation for a single user, but our observations show that conventional MIMO models tend to overestimate correlation between closely-spaced users in massive MIMO systems.

Other propagation effects that become important in massive MIMO scenarios include 3D propagation, because arrays with a large number of antennas may span more than one dimension.
2.2 Current MIMO Channel Models

Among MIMO channel models, the GSCMs provide a natural way to capture time-variation and describe correlation effects between users and between antenna elements in a straightforward way through the concept of clusters and their visibility regions.

Within the group of GSCMs there are two basic approaches having the same origin (the COST 259 model): the COST 2100 approach and the WINNER approach. In the COST 2100 [23] approach, scatterers have fixed physical positions in the simulated environment, whereas in the WINNER [24] approach the channel simulation is based on angles to the scatterers. From a massive MIMO perspective the latter has the drawback that the angles vary as long as we are not in the far field of the array; hence we need to include this in the model. Due to this reason and since we aim for a consistent model showing realistic correlations between users in a massive MIMO context, we use the COST 2100 modeling approach where the clusters and scatterers are described by their physical locations rather than their directions in the simulation area. The model extensions we propose are general and not specific to massive MIMO, as they realistically represent physical propagation mechanisms when taking wireless communication beyond the conventional cellular scenario with one or several base stations. The concepts introduced should, e.g., be useful also for peer-to-peer channels or when developing models for radio-based positioning. In this paper, however, we focus on the massive MIMO scenario with one base station equipped with many antennas and several mobile users with one or a few antennas.

It should also be mentioned that there are theoretical geometrical model proposals in the literature, e.g., in [25]. As we aim for a model connected to a physical environment those models are out of scope of our investigation, though these theoretical models can provide useful insights into, e.g., correlation characteristics. Ray-tracing based investigations and models can also provide useful insights for system design and performance evaluation, but those models rely heavily on a deterministic geometry and thus also out of scope of our investigation here.

3 Modeling Approach and Scope

In this section we introduce our modeling approach and scope, and suggest the extensions to the COST 2100 channel model.
3.1 Model Consistency

As explained above, the COST 2100 model is adopted in this work as a general framework, since it has the required flexibility to model different aspects of massive MIMO channels. Besides the requirement of capturing channel behavior in different spatio-temporal, angular, and delay domains, the developed channel model should also be consistent in both the spatial and frequency domains.

In the spatial domain, the channel model should be able to capture the propagation behavior over small distances in the range of a wavelength to very large distances (hundreds of meters), for both the user side and the base station side. The model should cover the cases where user terminals are closely-spaced to the cases where user terminals are far separated and the cases where the base station array is physically small to the cases where it is physically large. The consistency in the spatial domain makes it possible to compare massive MIMO with conventional MIMO.

In the frequency domain, the channel model should support low frequencies (below 6 GHz) as well as high frequencies (above 6 GHz). The consistency in the frequency domain has become more important due to the trend in 5G communications towards using higher frequency bands, i.e., the 6-100 GHz band. The COST 2100 model potentially can meet the consistency requirement in both spatial and frequency domains, as discussed above. We, however, limit the efforts here to the case below 6 GHz.

3.2 Extension of the COST 2100 Channel Model

The extensions are based on the performed measurement campaigns, and modeling aspects for physically-large arrays and closely-spaced users are implemented. In the case of having limitations preventing us from extracting some parameters of interest based on our measurement data, these parameters are implemented based on the 3GPP and WINNER channel models [24, 26]. The implemented extensions for the COST 2100 model are detailed below.

3D Extension

Supporting elevation angles for the MPCs is crucial in capturing the behavior of the channel, especially when base station arrays span more than one dimension. Besides that, the proximity of the base station and/or the user terminals to the interacting objects in the environment makes the effect of the elevation angles more pronounced. Therefore, the propagation in the COST 2100 model simulation has been extended to 3D, by including parameters such as intra-cluster angular spread in elevation for both base station and user sides. Due to limitations in extracting these parameters based on our measurements, the
parameter values of cluster angular spreads in elevation are thus adopted from the 3GPP 3D model [26].

**Polarization Extension**

One of the main results discussed in [8] is the significant effect of polarization on massive MIMO performance when serving closely-spaced users. Both vertical and horizontal-polarized antennas at the base station are useful for separating users. This is of great importance since the polarization at the user side is usually dual but unknown when having the hand and head effect on the antenna pattern. We also gain from the user diversity due to the difference in user polarizations and patterns. Therefore, the COST 2100 model has been extended by including polarization for the MPCs, i.e., in a single MPC, how much energy is from co-polarization (vertical to vertical and horizontal to horizontal), and how much is from cross-polarization (vertical to horizontal and horizontal to vertical).

In our measurements, however, due to lack of the polarization information at the user side, we adopt the cross polarization ratio (XPR) parameters reported in the WINNER II models. There, XPR for each MPC follows log-normal distribution $\kappa = 10^{\frac{X}{10}}$, where $X \sim N(\mu, \sigma)$. For the indoor office (A1) scenario, the means $\mu = 11$ dB for LOS and $\mu = 10$ dB for NLOS, and the standard deviation is $\sigma = 4$ dB. For the large indoor hall hotspot (B3), $\mu = 9$ dB for LOS and $\mu = 6$ dB for NLOS, $\sigma = 4$ dB and $\sigma = 3$ dB for LOS and NLOS, respectively. For the urban micro-cell (B1), $\mu = 9$ dB for LOS and $\mu = 8$ dB for NLOS, and $\sigma = 3$ dB.

**Extension for Physically-Large Arrays**

Dedicated measurement campaigns were performed for the scenarios with physically-large arrays at the base station [6, 18]. It has been observed that spherical wavefronts and large-scale fading are experienced across the large array. In order to capture the effect of having a physically-large array and be compatible with the conventional model, the simulation area at the base station side is determined by the size of the used array, and the cluster visibility region at the base station side is introduced, see Fig. 1. A cluster thus has two visibility regions, one at the user side (MS-VR) and one at the base station side (BS-VR), and the cluster contributes in the channel between a user and a base station antenna only when the user is within its MS-VR and the base station antenna is within its BS-VR. Based on the measurements, the size of BS-VRs and the power variation of a cluster within its BS-VR, i.e., the visibility gain, have been modeled and implemented. The number of clusters can be more
than in conventional MIMO channels, since physically-large arrays “see” the channel more in the spatial domain. This extension naturally captures the effect of the spherical wavefronts.

The extension for physically-large arrays is consistent with physically-compact arrays, since a small array falls in the same BS-VR. This allows direct comparison of physically-large and compact arrays in the simulation.

Extension for Closely-Spaced Users

Different measurement campaigns were performed for the scenarios with closely-located users, in both outdoor and indoor environments. The users were confined within a small area, i.e., 5 m diameter circle, therefore, we assume that all users stay within the same cluster visibility regions. When a user is moving within this confined area, the effects of changing its position, orientation and antenna tilt and the effect of the crowd around the user are captured as follows.

When a user is moving within a cluster visibility region, the power contribution of each MPC varies. This makes individual MPCs to have different patterns describing their contribution to the channel at each user position. This effect is captured by introducing MPC gain functions that have a symmetric Gaussian shape. Each MPC has its own gain function and it has a peak location randomly distributed within the corresponding cluster visibility region. The gain is thus determined by the distance $d$ between the peak location and
the user location,
\[ g_{\text{MPC}}(d) = \exp\left(-\frac{d^2}{2\sigma_g^2}\right), \tag{1} \]
where the standard deviation \( \sigma_g \) determines the width of the gain function and controls the variability of the MPC gain. From our preliminary observation, the lifetime of MPCs is about 2 m, we therefore set \( \sigma_g = 2.37 \) which corresponds to a 3 dB power decay when \( d = 2 \) m.

The number of MPCs per cluster, \( N_{\text{MPC}}^{\text{total}} \), the average number of effective MPCs per cluster, \( N_{\text{MPC}}^{\text{effective}} \), the radius of cluster visibility region, \( R_c \), and the radius of 3-dB power decay of the MPC gain function, \( r_g \), fulfill the following relation
\[ N_{\text{MPC}}^{\text{total}} = N_{\text{MPC}}^{\text{effective}} \frac{R_c^2}{r_g^2}. \tag{2} \]

According to the conventional models (COST 2100 and WINNER II), we choose the average number of effective MPCs per cluster to be 16. Hence, with \( R_c = 10 \) m and \( r_g = 2 \) m, the total number of MPCs per cluster is 400. The large amount of MPCs with weak power can possibly be regarded as diffuse multipath components (DMC). Backward compatibility with the conventional model can be achieved by setting a large standard deviation for the gain functions.

The user antenna pattern that includes the interaction between the terminal antenna and the user body can capture the effect of changing the orientation, the tilt of the antenna and the shadowing by the users. The shadowing effect due to the crowd around the users possibly can be modeled as extra absorbing objects dropped within the simulation area. This, however, needs further investigations, and for now we do not include absorbing objects in the model.

\section*{4 Model Parameters}

We report the initial parameters for the model extensions discussed above.

\subsection*{4.1 Scenario with Physically-Large Arrays}

In Table 1, we list the parameters of the model extension for physically-large arrays. Details of the parameter extraction can be found in [18,20,27].

\subsection*{4.2 Scenario with Closely-Spaced Users}

In Table 2, we list the initial parameters for the model extension with closely-spaced users. As marked in the table, some parameter values are adopted from
Table 1: Parameters of the COST 2100 model extension for physically-large arrays, extracted from the 2.6 GHz measurements, semi-urban outdoor.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>LOS group</th>
<th>NLOS group</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total number of clusters</td>
<td></td>
<td>2.43</td>
</tr>
<tr>
<td>$r_N$</td>
<td>-</td>
<td>2.43</td>
</tr>
<tr>
<td>$p_N$</td>
<td>-</td>
<td>0.16</td>
</tr>
<tr>
<td>Length of BS-VR [m]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\mu_\alpha$</td>
<td>-</td>
<td>0.7</td>
</tr>
<tr>
<td>$\sigma_\alpha$</td>
<td>-</td>
<td>2</td>
</tr>
<tr>
<td>Slope of BS-VR gain [dB/m]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\mu_s$</td>
<td>-</td>
<td>0</td>
</tr>
<tr>
<td>$\sigma_s$</td>
<td>-</td>
<td>0.9</td>
</tr>
<tr>
<td>Cluster power decay factor</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$k_\tau$ [dB/$\mu$s]</td>
<td>27.83</td>
<td>42.98</td>
</tr>
<tr>
<td>Cluster cut-off delay</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\tau_B$ [µs]</td>
<td>0.87</td>
<td>0.91</td>
</tr>
<tr>
<td>Cluster shadowing factor</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\sigma_S$ [dB]</td>
<td>5.84</td>
<td>7.55</td>
</tr>
<tr>
<td>Number of MPCs per cluster</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$N_{MPC}$</td>
<td>30</td>
<td>31</td>
</tr>
<tr>
<td>Cluster delay spread</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$m_\tau$ [µs]</td>
<td>0.15</td>
<td>0.14</td>
</tr>
<tr>
<td>$S_\tau$ [dB]</td>
<td>3.20</td>
<td>2.85</td>
</tr>
<tr>
<td>Cluster angular spread</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$m_{\psi_{BS}}$ [deg]</td>
<td>11.04</td>
<td>6.96</td>
</tr>
<tr>
<td>$S_{\psi_{BS}}$ [dB]</td>
<td>2.93</td>
<td>2.39</td>
</tr>
<tr>
<td>Cluster spread cross-correlation</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\rho_{\psi_{BS}\tau}$</td>
<td>0.27</td>
<td>0.42</td>
</tr>
<tr>
<td>$\rho_{\psi_{BS}\sigma_S}$</td>
<td>0.09</td>
<td>0.04</td>
</tr>
<tr>
<td>$\rho_{\tau\sigma_S}$</td>
<td>0.35</td>
<td>-0.09</td>
</tr>
<tr>
<td>LOS power factor</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\mu_k_{LOS}$</td>
<td>5.19</td>
<td>-</td>
</tr>
<tr>
<td>$\sigma_{k_{LOS}}$ [dB]</td>
<td>3.47</td>
<td>-</td>
</tr>
</tbody>
</table>
a 300 MHz outdoor measurements for the COST model, and some are adopted from the 3GPP 3D channel model and the WINNER II channel models.

5 Validation Against Measurements

We validate the model extension for closely-spaced users in LOS scenarios. In order to validate the concept and use of MPC gain functions, in the simulation we place the clusters at the same positions and with the same cluster spreads as in the measurements. Randomness is obtained through cluster shadowing, MPC distribution within clusters, and LOS K-factors, etc. We simulate the user movements in straight lines but with random rotations (between \(-\pi\) to \(\pi\)) of user antenna patterns in order to emulate the rotation of users during the movements. The user antenna pattern we use in the simulation is a measured pattern in the hand of an upper body phantom. The base station antenna pattern is the measured cylindrical array antenna pattern. In the validation we also add artificial noise to the simulated channels, according to the signal-to-noise ratio (SNR) in the measurements, i.e., about 16-20 dB. We compare the simulated channels with the measured channels in terms of user separability, linear precoding sum-rates as well as temporal behavior.

As explained earlier, closely-spaced users can be spatially separated because they “see” different MPCs, and this is modeled by the MPC gain function. We validate this model extension by evaluating the singular value spreads and the achieved sum-rates in the simulated channels, as compared with those in the measured channels. The model should also be consistent in spatial domain and be able to capture propagation behavior from small distances that are less than half-wavelength to distances that are at least a few wavelengths. We therefore validate the temporal behavior of the simulated channels from 0.01 m to 1 m through the auto-correlation functions when users are moving. We discuss these validations in the following.

5.1 User Orthogonality

As shown in Fig. 2, the singular value spreads of the simulated channels match well with those of the measured channels. However, in the simulated channels, the singular value spreads have larger variations. That means, in the simulated channels, we obtain relatively low singular value spreads as well as relatively high singular value spreads. The reason could be lack of statistics in the simulations due to 1) number of simulations, 2) randomness in user movements, 3) diversities in user antenna patterns. We also see similar trends that the singular value spreads become smaller when increasing the number of antennas,
Table 2: Parameters of the COST 2100 model extension for closely-spaced users, extracted from 2.6 GHz measurements, semi-urban outdoor.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>LOS scenario</th>
<th>NLOS scenario</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of far clusters</td>
<td>15</td>
<td>14</td>
</tr>
<tr>
<td>Radius of cluster visibility region</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>Radius of cluster transition region</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>TC [m]</td>
<td>400</td>
<td>400</td>
</tr>
<tr>
<td>Number of MPCs per cluster</td>
<td>400</td>
<td>400</td>
</tr>
<tr>
<td>Cluster power decay factor</td>
<td>79.6</td>
<td>20</td>
</tr>
<tr>
<td>Cluster cut-off delay</td>
<td>1.7</td>
<td>1.7</td>
</tr>
<tr>
<td>Cluster shadowing</td>
<td>5.8</td>
<td>5</td>
</tr>
<tr>
<td>Cluster delay spread</td>
<td>0.02</td>
<td>0.06</td>
</tr>
<tr>
<td>Cluster angular spread in azimuth (at BS)</td>
<td>8.5</td>
<td>9.8</td>
</tr>
<tr>
<td>Cluster angular spread in elevation (at BS)</td>
<td>1.9</td>
<td>2.2</td>
</tr>
<tr>
<td>Cluster angular spread in azimuth (at MS)</td>
<td>14.8</td>
<td>19</td>
</tr>
<tr>
<td>Cluster angular spread in elevation (at MS)</td>
<td>2.68</td>
<td>2.03</td>
</tr>
<tr>
<td>Cluster spread cross-correlation</td>
<td>-0.5</td>
<td>-0.4</td>
</tr>
<tr>
<td>Cluster spread cross-correlation</td>
<td>-0.8</td>
<td>-0.8</td>
</tr>
<tr>
<td>Cluster spread cross-correlation</td>
<td>0.6</td>
<td>0.4</td>
</tr>
<tr>
<td>Cluster spread cross-correlation</td>
<td>0.4</td>
<td>0.2</td>
</tr>
<tr>
<td>Cluster spread cross-correlation</td>
<td>0.7</td>
<td>0.7</td>
</tr>
<tr>
<td>Radius of LOS visibility region</td>
<td>343</td>
<td>-</td>
</tr>
<tr>
<td>Radius of LOS transition region</td>
<td>93</td>
<td>-</td>
</tr>
<tr>
<td>LOS power factor</td>
<td>2.8</td>
<td>-</td>
</tr>
<tr>
<td>XPR [dB]</td>
<td>9</td>
<td>8</td>
</tr>
<tr>
<td>MPC gain function</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>$\sigma_g$</td>
<td>2.37</td>
<td>2.37</td>
</tr>
</tbody>
</table>

1 Parameter values adopted from the 300 MHz outdoor measurements for the COST 2100 model [28].

2 Parameter values adopted from the 3GPP 3D channel model [26].

3 Parameter values adopted from the WINNER II channel models [24].
and the difference is very small between the cases of 64 and 128 antennas. The simulation could be improved by introducing more randomness in user movements, and adding crowd effect to the user antenna patterns. This has been left for future work.

5.2 Linear Precoding Sum-Rates

Comparing the CDFs of MF and ZF sum-rates in the simulated and measured channels in Fig. 3, we clearly see larger variations in the simulated channels. This is more obvious in the ZF sum-rates than in the MF sum-rates. It can be explained by the fact that the ZF precoding is more sensitive to the user channel correlation than the MF. Again, it could be due to lack of randomness and statistics in the simulation.

5.3 Temporal Behavior

The temporal behavior of the simulated and measured channels, in terms of autocorrelation when one user is moving, are shown in Fig. 4. The autocorrelation is averaged over different users, snapshots and frequencies. The correlation
coefficient $c(\Delta t)$ is calculated as below,

$$c(\Delta t) = \frac{1}{L} \sum_{\ell=1}^{L} \frac{1}{K} \sum_{k=1}^{K} \frac{1}{T} \sum_{t=1}^{T} \left( \frac{\left\| h_{t,k,\ell} \right\|}{\left\| h_{t+k,\ell} \right\|} \right),$$

(3)

where $h_{t,k,\ell}$ is the $1 \times M$ channel vector, $M$ is the number of BS antennas, and $t$, $k$ and $\ell$ represent snapshots, users and frequencies, respectively. Note that the averaging is performed on the amplitudes of the correlation coefficients in each realization. We see in Fig. 4 that from 0.01 m to 1 m the auto-correlation in the simulated channels matches with that in the measured channels, although the auto-correlation is slightly lower and the variation is larger in the simulated channels. This indicates that with the model extension we are able to capture the temporal behavior of the channels in a small distance.

6 Summary and Conclusions

Based on the massive MIMO channel measurements at 2.6 GHz, we have proposed and implemented a backwards compatible extension of the COST 2100 channel model for massive MIMO. The extension includes:
Figure 4: Auto-correlation in distance of the simulated channels and measured channels.

- 3D propagation, as the large arrays at the base station envisioned most likely will have the ability to resolve clusters both in azimuth and elevation;
- Polarization, as dual-polarization at the base station antennas will help to spatially separate the users;
- Cluster behavior at the base station, as spherical wavefronts and large-scale fading can be experienced over physically-large arrays;
- Individual gain functions of individual MPCs, as individual MPCs tend not to be visible in the entire cluster visibility region.

The initial validation showed that the proposed and implemented model extensions are capable of reproducing channel statistics in terms of user separability, MF sum-rates and temporal behavior. The COST 2100 model extension for massive MIMO can be a valuable input for 5G channel modeling. Future work include parametrization of more scenarios and more validations of the model.
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Paper VI
Massive MIMO can greatly increase both spectral and transmit-energy efficiency. This is achieved by allowing the number of antennas and RF chains to grow very large. However, the challenges include high system complexity and hardware energy consumption. Here we investigate the possibilities to reduce the required number of RF chains, by performing antenna selection. While this approach is not a very effective strategy for theoretical independent Rayleigh fading channels, a substantial reduction in the number of RF chains can be achieved for real massive MIMO channels, without significant performance loss. We evaluate antenna selection performance on measured channels at 2.6 GHz, using a linear and a cylindrical array, both having 128 elements. Sum-rate maximization is used as the criterion for antenna selection. A selection scheme based on convex optimization is nearly optimal and used as a benchmark. The achieved sum-rate is compared with that of a very simple scheme that selects the antennas with the highest received power. The power-based scheme gives performance close to the convex optimization scheme, for the measured channels. This observation indicates a potential for significant reductions of massive MIMO implementation complexity, by reducing the number of RF chains and performing antenna selection using simple algorithms.
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Massive MIMO in Real Propagation Environments: Do All Antennas Contribute Equally?

1 Introduction

Massive MIMO [1–5] is an emerging technology in wireless access. By using a large number (tens to hundreds) of antennas at the base station, and serving many users in the same time-frequency resource, massive MIMO can improve the spectral and transmit-energy efficiency of conventional MIMO by orders of magnitude [6–9], and simple signal processing schemes are expected to achieve near-optimal performance [10–12]. The basic premise of massive MIMO is that, as confirmed by several experiments [13–16], the propagation channel has a large number of spatial degrees of freedom. Massive MIMO is currently considered a leading 5G technology candidate [17–21]. Real-time massive MIMO testbeds are being implemented and demonstrations are also reported [22–25]. However, with a large number of antennas and associated transceiver chains, the challenges of massive MIMO include high system complexity and hardware power consumption [26–29].

This paper investigates whether all antennas in a massive MIMO system contribute equally to the overall performance or not. Experimental data from measurement campaigns at the 2.6 GHz band are used to demonstrate that in many cases, the antennas do not contribute equally. This observation paves the way for antenna selection algorithms and for hardware architectures where the number of activated radio-frequency (RF) transceiver chains is less than the actual number of antennas. Antenna selection algorithms for such architectures are then proposed and their performance is analyzed. The practical impact of the proposed techniques is that the overall energy efficiency of massive MIMO systems can be substantially improved, and the hardware complexity can be reduced.

The rest of the paper is organized as follows. In Sec. 2 we discuss the general background, and introduce the antenna selection concept. Sec. 3 outlines the approach we have chosen for the study. In Sec. 4 we describe the system model and present two antenna selection schemes. In Sec. 5 we describe the channel measurement setup used to obtain the experimental results. Then in Sec. 6 we present performance results with antenna selection, and discuss the effectiveness of the proposed algorithms and how many transceiver chains that are needed under different operating conditions. Conclusions are given in Sec. 7.

2 Background

In “ideal” independent and identically distributed (i.i.d.) Rayleigh fading channels, all the antennas can be expected to contribute equally to the system per-
formance. To see why, consider a multi-user MIMO-OFDM system with \( L \) subcarriers and suppose the base station has an array with \( M \) antennas that serves \( K \) users. Denote the \( M \times 1 \) channel vector for a given user \( k \) and a given subcarrier \( \ell \) by \( g_k(\ell) \). In i.i.d. Rayleigh fading channels, all antennas are equally good in the sense that

\[
\frac{1}{K} \sum_{k=1}^{K} \frac{1}{L} \sum_{\ell=1}^{L} |g_{k,m}(\ell)|^2 \approx \text{constant} \quad \text{for all } m,
\]

where the constant is independent of the antenna index \( m \). This means that provided the bandwidth is relatively large and the number of users is large, no antenna outperforms the others.

In real propagation channels, however, the situation is different. Here, all the antennas contribute, but some antennas contribute more than others. In the study based on measured channels at the 2.6 GHz band, using a linear array of omni-directional antennas and a cylindrical array of patch antennas, both having 128 elements, we have observed that over the measured 50 MHz bandwidth the average power variations across the two arrays can be significant [30–32]. As an example, the angular power spectrum (APS) and power variation over the 7.4 m linear array are shown in Fig. 1, for a line-of-sight (LOS) scenario and a non-line-of-sight (NLOS) scenario, respectively. Unlike in conventional MIMO (thought of here as up to 8 antennas as in LTE [33]), the characteristics of the propagation channel across the linear array vary significantly. In Fig. 1(a) and Fig. 1(b), some scatterers are not visible over the whole array, and for scatterers that are visible over the whole array, the power contributions vary considerably. Consequently, in Fig. 1(c) and Fig. 1(d), we observe large power variations over the array, about 7 dB in the LOS scenario and 4 dB in the NLOS scenario. Thus, large-scale fading is experienced over the array. The compact cylindrical array, which is smaller in size, experiences a similar effect of power variation over the array. This is, however, due to its circular structure and patch antenna arrangement, rather than large-scale fading. In contrast to i.i.d. Rayleigh fading channels, in real massive MIMO channels the large power variation makes some antennas more “useful” than others, and this power variation persists when averaging over frequency provided that the system is moderately wideband.

Since all antennas are not equally good in real propagation channels, it is possible to reduce the number of active antennas and transceivers, by selecting those that contribute the most and discarding the rest. Such antenna selection could simplify the design of a massive MIMO base station and lead to energy and cost savings. One possible implementation is to deploy a large number of antennas but fewer RF transceivers, exploiting the fact that antennas are
Figure 1: Angular power spectrum and power variation over a 7.4 m linear array, in the measured channels as reported in [30] and [32]. The four plots show: (a) angular power spectrum in a LOS scenario, (b) angular power spectrum in a NLOS scenario, (c) average power variation in the LOS scenario, (d) average power variation in the NLOS scenario.
relatively cheap while RF chains are expensive and energy consuming. In this case, we need an RF switch, which can be highly complex to implement and introduces losses in signal quality, especially when there are many antennas and transceivers. Another implementation option is to deploy an equal number of transceivers and antennas, and then simply turn on the transceivers corresponding to the selected antennas while turning off the rest. This implementation is illustrated in Fig. 2 and is more flexible as the number of active antennas can be variable. With power switches, the reduction in system complexity relies on simpler implementation of the baseband signal processing due to a reduced number of active antennas and RF chains. However, with a variable number of active antennas, the antenna selection algorithms will add extra complexity, e.g., in making a decision on the optimal number of antennas.

Antenna selection has been widely studied for conventional MIMO, see for example [34–42]. However, to the best of our knowledge, there are only few studies on antenna selection for massive MIMO available. In [43], antenna selection in massive MIMO was addressed for short-range wireless communications at 60 GHz. In [44], a simulation study using the Kronecker channel model [45] showed that significantly higher performance can be achieved with antenna selection than without. In [46], antenna selection for maximizing signal-to-noise ratio (SNR) was studied, and [47] considered antenna selection jointly with user scheduling for massive MIMO. The authors in [48] evaluated the characteristics of interference rejection with antenna sector selection in massive MIMO, based on measured channels in the 2 GHz band with 96 antenna elements. In the conference paper [49], we presented preliminary results on antenna selection in measured massive MIMO channels. The current paper extends [49] by studying in more depth how many RF chains that can be switched off while achieving a required performance, by considering more scenarios and propagation conditions, and by performing comparisons with suboptimal precoding schemes.

3 Approach

The aim of this paper is to obtain a deeper insight into how antenna selection in massive MIMO performs in real propagation channels. Specifically, we focus on how the number of users, the separation of users, and propagation conditions like LOS and NLOS affect the performance of antenna selection. Although the large power variation across antennas remains when averaging over frequencies, the effectiveness of the antenna selection can be reduced if the user channels to the base station are very distinct. This happens when users are located far apart and when many users are served. It is demonstrated that in the “worst
case”, adaptive antenna selection does not perform significantly better than random selection, but in many cases adaptive selection substantially improves over random selection. All investigations use the measured channel data at 2.6 GHz described above, obtained with linear and cylindrical arrays.

In terms of algorithms, we select the set of active antennas that maximizes the downlink capacity. To find the optimal set, an exhaustive search can be used; however this is infeasible for massive MIMO in practice due to the huge number of possible selection alternatives. A number of antenna selection algorithms with lower complexity, notably greedy selection, have been proposed for conventional MIMO, and many of them can be applied to massive MIMO. We first examine a near-optimal scheme that uses convex optimization [49–51]. We then consider a very simple selection scheme that is based only on measurements of the received power at each antenna. Generally, this power-based selection scheme underperforms the convex-optimization based scheme that considers not only the received power but also the correlation between antenna channels. Yet, experiments with measured data show that the power-based scheme performs fairly well. This is so because the power variations over the array can be considerable in massive MIMO.

4 System Description and Antenna Selection Schemes

We first establish the system model that will be used in the rest of the paper. We also formally state the problem of antenna selection for downlink capacity maximization, and introduce the two selection schemes: a near-optimal scheme relying on convex optimization, and a simple scheme using only received signal power measurements.

4.1 System Model and Sum-Capacity

We consider a single-cell multi-user MIMO-OFDM system with \( L \) subcarriers in the downlink. As shown in Fig. 2, the base station has \( M \) antennas, and each antenna has an associated transceiver chain. With \( N \) antennas being selected, the \( N \) corresponding transceivers are switched on, while the other \( M - N \) are switched off. This base station with \( N \) active antennas and transceivers serves \( K \) single-antenna users in the same time-frequency resource. With massive MIMO, we assume \( M \gg K \) and allow \( N \) to be in the range from \( K \) to \( M \).

The model for the downlink channel is

\[
y_\ell = \sqrt{\rho K} \mathbf{H}_\ell^{(N)} \mathbf{z}_\ell + \mathbf{n}_\ell,
\]  

(2)
where $H_{\ell}^{(N)}$ is a $K \times N$ channel matrix at subcarrier $\ell$, and the superscript $(N)$ indicates that antenna selection has been performed, i.e., the $N$ columns of $H_{\ell}^{(N)}$ are selected from the $K \times M$ full channel matrix $H_{\ell}$. Normalization is performed such that the elements of $H_{\ell}^{(N)}$ have unit energy, averaged over all $L$ subcarriers, $M$ antennas and $K$ users, see [14] for more details. Then $z_{\ell}$ is the $N \times 1$ transmit vector across the $N$ selected antennas, and satisfies $E\{\|z_{\ell}\|^2\} = 1$, $y_{\ell}$ is the received vector at the $K$ users, and $n_{\ell}$ is a noise vector with i.i.d. complex Gaussian, $CN(0,1)$, elements. The factor $\rho K$ represents the transmit power. With the conventions used in this paper, the transmit power per user is fixed. Hence, the total transmit power increases with $K$ but is independent of $N$. The parameter $\rho$ represents the normalized transmit SNR per user. With random antenna selection, the average per-user received SNR would be $\rho N^9$, which increases with the number of selected antennas $N$ due to the increased array gain. When the number of users $K$ varies, the average per-user received SNR is constant, and so is the average per-user rate (disregarding interference), if a fixed number $N$ of RF transceivers are switched on. With adaptive antenna selection, the received SNRs are expected to be higher than those with random antenna selection, since the “best” antennas are selected.

The received SNRs at the users in general depend on precoding scheme and the channel conditions. For example, in the single-user case, the received SNR is $\rho N$. In the multi-user case with zero-forcing precoding, the per-user received SNR is $\rho K / \text{Tr}\{ (H_{\ell}^{(N)})(H_{\ell}^{(N)})^H \}^{-1}$, where $\text{Tr}\{\cdot\}$ represents the trace of a matrix. When the user channels are orthogonal, $H_{\ell}^{(N)}(H_{\ell}^{(N)})^H$ is diagonal, and the average per-user received SNR reaches the upper bound given by the single-user case, i.e., $\rho N$. Under “favorable” propagation conditions [52], the user channels becomes orthogonal when the number of base station antennas grows, thus the average received SNR approaches this upper bound.

---

**Figure 2:** Multi-user MIMO system with transmit antenna selection. The base station has $M$ available antennas and $N$ active RF chains, and serves $K$ single-antenna users in the same time-frequency resource. The switches indicate that entire RF chains are being switched on or off.
To avoid favoring users that have a better average channel, we normalize the channel matrix to remove the effects of the pathloss and the large-scale fading while retaining the effects of the small-scale fading. Specifically, when the users are far apart, we normalize the channel matrix according to Normalization 1 in [14], and when the users are closely located, Normalization 2 in [14] is applied. However, importantly, we do not normalize the channel variations per base station antenna, since these variations are critical for the antenna selection.

With the defined signal model, the downlink sum-capacity at subcarrier $\ell$ is given by [53]:

$$C_{DPC,\ell} = \max_{P_\ell} \log_2 \det \left( I + \rho K \left( H_{i}^{(N)} \right)^H P_\ell H_{i}^{(N)} \right),$$

which is achieved using dirty-paper coding (DPC) [54]. In (3), $P_\ell$ is a diagonal power allocation matrix with $P_{\ell,i}, i = 1, 2, \ldots, K$ on its diagonal. Also, in (3), the optimization is performed subject to the total power constraint that $\sum_{i=1}^{K} P_{\ell,i} = 1$. This optimization problem is convex and can be solved, for example, by using the sum-power iterative waterfilling algorithm in [55].

DPC is highly complex to implement in practice. However, there are suboptimal linear precoding schemes, such as zero-forcing (ZF) precoding that is much less complex and performs fairly well for massive MIMO [13, 56]. The sum-rate achieved by ZF precoding is [57]

$$C_{ZF,\ell} = \max_{Q_\ell} \sum_{i=1}^{K} \log_2 \left( 1 + \rho K Q_{\ell,i} \right),$$

where $Q_{\ell,i}$ represent received SNRs of the different users and the maximization is performed subject to the total power constraint

$$\sum_{i=1}^{K} Q_{\ell,i} \left[ \left( H_{i}^{(N)} \left( H_{i}^{(N)} \right)^H \right)^{-1} \right]_{i,i} = 1.$$

In (4) and (5), $Q_\ell$ is a diagonal matrix with $Q_{\ell,i}, i = 1, 2, \ldots, K$ on its diagonal, and $[\cdot]_{i,i}$ indicates the $i$-th diagonal element of a matrix. The diagonal elements of $\left( H_{i}^{(N)} \left( H_{i}^{(N)} \right)^H \right)^{-1}$ represent the power penalty of nulling out interference. The optimization in (4) can be solved using the standard waterfilling algorithm [58].

We choose to base the antenna selection algorithms on the DPC sum-capacity. However, performance of the resulting selection will be evaluated in terms of ZF sum-rate too, in relevant cases. Note that different antenna
combinations can be optimal on different subcarriers. However, in a practical MIMO-OFDM system, the same antennas need to be selected for all subcarriers. Therefore, our algorithms will find a set of $N$ antennas that maximizes the DPC capacity averaged over all $L$ subcarriers.

To select the $N$ columns from the full MIMO matrix $H_\ell$, we introduce an $M \times M$ diagonal matrix $\Delta$, with binary diagonal elements

$$\Delta_i = \begin{cases} 1, & \text{selected} \\ 0, & \text{otherwise} \end{cases},$$

indicating whether the $i$th antenna is selected, and satisfying $\sum_i \Delta_i = N$. Using Sylvester’s determinant identity, $\det (I + AB) = \det (I + BA)$, we can write the DPC sum-capacity in (3) in terms of $\Delta$ as

$$C_{\text{DPC},\ell} = \max_{P_\ell} \log_2 \det \left( I + \rho K P_\ell H_\ell^{(N)} \left( H_\ell^{(N)} \right)^H \right)$$

$$= \max_{P_\ell} \log_2 \det \left( I + \rho K P_\ell H_\ell \Delta H_\ell^H \right),$$

subject to $\sum_i P_{\ell,i} = 1$. The optimal $\Delta$ (common to all subcarriers) is found by maximizing the average DPC capacity,

$$\Delta_{\text{opt}} = \arg \max \Delta \frac{1}{L} \sum_{\ell=1}^L \{ \log_2 \det \left( I + \rho K P_\ell H_\ell \Delta H_\ell^H \right) \}. \quad (8)$$

With the resulting antenna selection, we have the corresponding ZF sum-rate

$$C_{\text{ZF},\ell} = \max_{Q_\ell} \sum_{i=1}^K \log_2 (1 + \rho Q_\ell,i),$$

subject to

$$\sum_{i=1}^K Q_{\ell,i} \left[ \left( H_\ell \Delta_{\text{opt}} H_\ell^H \right)^{-1} \right]_{i,i} = 1. \quad (10)$$

Note that $\Delta_{\text{opt}}$ may not be optimal for ZF. Despite this, the ZF sum-rate indicates the antenna selection performance when using a more practical precoding scheme than DPC.

As discussed in Sec. 1, exhaustive search of all possible combinations of $N$ antennas will certainly give us the optimal $\Delta$, however, it is extremely complex and infeasible for massive MIMO. We next introduce two practical selection schemes that will be used in our performance study in Sec. 4.2 and Sec. 4.3.
4.2 Antenna Selection Using Convex Optimization

Here we assume that the base station has perfect channel state information (CSI). The near-optimal selection scheme using convex optimization was introduced and used in [49]. We give a brief description in the following. As can be seen in (8), to maximize the average DPC capacity over subcarriers, we need to optimize over both $\Delta$ and $P_\ell$. This is a difficult task and we therefore divide the optimization into two steps: 1) we assume equal power allocation among the users, i.e., $P_{\ell,i} = 1/K$, and select the $N$ antennas that maximize the average capacity; 2) with the selected $N$ antennas, we optimize over $P_\ell$ on each subcarrier, and thus obtain the maximum average capacity for the case of $N$ antennas. Although this simplification does not ensure that we find the global optimum, it gives us a lower bound on the performance we can achieve by using adaptive antenna selection.

In Step 1, the optimization problem of antenna selection can be formulated as

$$
\begin{align*}
\text{maximize} & \quad \frac{1}{L} \sum_{\ell=1}^L \left\{ \log_2 \det \left( I + \rho H_\ell \Delta H_\ell^H \right) \right\} , \\
\text{subject to} & \quad \Delta_i \in \{0, 1\}, \\
& \quad \sum_{i=1}^M \Delta_i = N.
\end{align*}
$$

The objective function is concave in $\Delta$ [59]. However, the variables $\Delta_i$ are binary integer variables, which makes the optimization problem NP-hard. In order to solve this optimization problem, as in [50,51], we relax the constraint that each $\Delta_i$ must be binary integer to the weaker constraint that $0 \leq \Delta_i \leq 1$. The original problem thus becomes a convex optimization problem solvable in polynomial time. This relaxation yields a solution with non-integral values of $\Delta_i$. From the relaxed solution, the $N$ largest $\Delta_i$ are selected, and their indices represent the selected antennas. As discussed in [49–51], the relaxation gives near-optimal results, except for when we select a very small number of antennas, i.e., $N \ll M$. In a massive MIMO system, $N$ should be relatively large and therefore we believe that the relaxation method is technically sound.

4.3 Antenna Selection Based on Received Power

Using only the received power per antenna as the basis for antenna selection results in a very simple scheme. We select the $N$ antennas that have the highest received power from all $K$ users, averaged over all $L$ subcarriers. As compared to the convex-optimization based scheme, the power-based scheme has very
low complexity. By only measuring the received power at each antenna branch in the uplink (exploiting channel reciprocity), we can make a decision on the antenna selection for the downlink before any CSI estimation is performed and without complex signal processing. As discussed in Sec. 1, this simple selection scheme generally shows worse performance than the convex-optimization scheme. However, in situations when all antenna channels have relatively low correlation, e.g., in NLOS scenarios with rich scattering, the power-based selection scheme may become near-optimal. We compare the performance obtained through the two selection schemes with measured channels, for different propagation scenarios, in Sec. 6.

5 Measured Channels

The channel measurements used in this paper were first reported in [13, 14]. Here, we give a brief summary.

Measurements were taken over bandwidth of 50 MHz on the 2.6 GHz band, using two different large antenna arrays (cylindrical and linear) at the base station. Both arrays contain 128 antenna elements and have an adjacent element spacing of half a wavelength. Fig. 3(a) shows the cylindrical array, comprising 16 dual-polarized directional patch antennas in each circle with 4 such circles stacked on top of each other, giving a total of 128 antenna ports. This array is physically compact with physical dimensions (both diameter and height) of about 30 cm. Fig. 3(b) shows the virtual linear array with a vertically-polarized omni-directional antenna moving between 128 equidistant positions, along a rail. The linear array is 7.4 m long, which is more than 20 times the size of the cylindrical array. In both measurement campaigns, an omni-directional antenna with vertical polarization was used at the user side.

All measurements were carried out outdoors at the E-building of the Faculty of Engineering (LTH) of Lund University in Sweden. Fig. 4 shows an overview of the semi-urban measurement area. The two base station antenna arrays were placed on the same roof of the E-building during their respective measurement campaigns. More precisely, the cylindrical array was positioned on the same line as the linear array, near its beginning, and was for practical reasons mounted about 25 cm higher than the linear array. At the user side, the omni-directional antenna was moved between eight measurement sites (MS 1-8) around the E-building, emulating single-antenna users. Among these eight sites, three (MS 1-3) have LOS conditions, and four (MS 5-8) have NLOS conditions, while one (MS 4) has LOS for the cylindrical array, whereas the LOS component is blocked by the roof edge for the linear array. Despite this, MS 4 still has LOS characteristic for the linear array, where one or two dominating multipath
components due to diffraction at the roof edge cause a relatively high Ricean K-factor [60].

The investigations in [13] and [14] showed that the linear array achieves higher average sum-rates than the cylindrical array, if we randomly select the same number of antennas on both arrays. The reason is that the linear array has very high angular resolution due to its large aperture, which helps to spatially separate the users, especially when users are closely located at the same measurement site. The cylindrical array has smaller aperture thus lower angular resolution, and due to its circular arrangement some antennas may face the “wrong” directions and contribute little. With a vertically-polarized antenna at the user side, the dual-polarization arrangement at the base station also degrades the performance of the cylindrical array, but only to a certain extent. In the measured channels, the received power ratios of the vertically-polarized and horizontally-polarized antenna ports are approximately log-normal distributed, with a mean value of 2.2 dB and a standard deviation of 8 dB in the dB domain. Note that the above investigations and comparisons are based on the spatial structure of the two arrays, when the two arrays have equal average channel gain due to the performed normalization, as discussed in Sec. 4. In reality, however, the cylindrical array may perform better than what we have seen, when the antenna gains of the patch elements are taken into account. Also, antennas at the user side are usually dual-polarized in reality, making both polarizations at the base station useful for user separation [16]. However, it is not a priori clear which array that performs better, if we adaptively select
Figure 4: Overview of the measurement area at the Faculty of Engineering (LTH) campus at Lund University in Sweden. The two base station antenna arrays were placed on the same roof of the E-building. At the user side, eight sites (MS 1-8) around the E-building were measured.
antennas. We investigate this matter in the next section.

6 Performance Results in Measured Channels

With the obtained channel data, we apply antenna selection, as described in Sec. 4, for both arrays, in different propagation scenarios and for different number of users. Note that all results are obtained from the measured channels. First we focus on the convex-optimization scheme, since it gives us near-optimal results. We investigate how much we can gain by performing antenna selection, as compared to random selection, and how many RF transceivers we can switch off while maintaining 90% of full MIMO performance. Then we move to the simple selection scheme based on only received power measurements, and compare the corresponding performance with that of the convex-optimization scheme.

The parameter setting for evaluating antenna selection performance is as follows. We have $M = 128$ antennas at the base station, among which we select the $N$ that works “best” across all $L = 161$ subcarriers, depending on which antenna selection scheme is used. We perform antenna selection for $N$ growing from $K$ to 128. When $N = 128$, we have the full MIMO performance. We study cases where the number of users, $K$, is 4, 16 and 40, respectively. In all cases, we set $\rho = -5$ dB, so that in the interference-free case and with random antenna selection the average per-user rate is in the range of 1.2-5.4 bps/Hz, as $N$ grows to 128 and the array gain increases accordingly. The range of the per-user rate does not depend on the number of users, since we maintain the same transmit power per user, as discussed in Sec. 4. Next, we present and discuss the results.

6.1 Performance of Convex-Optimization Selection Scheme

To investigate the effectiveness of antenna selection in different propagation scenarios, we first focus on the case of four users ($K = 4$), which is the number of simultaneous users supported in multi-user MIMO transmission in LTE [33]. Then we increase the number of users to sixteen ($K = 16$) and forty ($K = 40$), and investigate the corresponding performance, as massive MIMO is capable of serving more users.

Four Users, $K = 4$

Combining user separation and LOS/NLOS condition, here we choose two reference scenarios to study, in which the four users are
• close to each other (1.5-2 m spacing), all at MS 2, having LOS conditions to the base station,

• well separated (larger than 10 m spacing), at MS 5-8, respectively, all having NLOS conditions to the base station.

We expect more effective use of antenna selection in the first scenario, since the channels are less frequency-selective and less distinct to different users. In the second scenario, there is higher frequency selectivity due to the NLOS conditions. Also, the users are more widely separated. Hence, it is expected that the combination of antennas that are optimal for a given user on a given subcarrier differs between the users and the subcarriers. Antenna selection, where the same antennas are used for all subcarriers and all users, will therefore be less effective in this scenario.

The resulting DPC capacities and ZF sum-rates by performing antenna selection are shown in Fig. 5 and Fig. 6, for the two scenarios, respectively. As a reference, we also show the antenna selection performance in i.i.d. Rayleigh channels. We can see that in i.i.d. Rayleigh channels the performance gain by applying adaptive antenna selection is very small, both in DPC capacity and ZF sum-rate, as compared to the average performance obtained from random selection of antenna combinations. This indicates that antenna selection is quite ineffective in i.i.d. Rayleigh channels, since all antennas are equally good, as discussed in Sec. 2.

In Fig. 5 where the four users are closely located with LOS, the measured channels provide significantly larger gain when performing antenna selection, for both arrays. With 40 RF transceivers, i.e., 10 times the number of users, for the linear array with antenna selection, the DPC capacity and ZF sum-rate increase by 11% and 18%, as compared to the performance of random selection. For the cylindrical array the gain is even higher, more than 30%, both in DPC capacity and ZF sum-rate. We can also see the performance loss when switching off RF transceivers. For the linear array, about 70 RF transceivers can achieve 90% of the full MIMO performance, with both DPC and ZF precoding. For the cylindrical array, only about 50 and 60 are needed, with DPC and ZF, respectively, thus more than half of the RF transceivers can be switched off. This can be explained that in this particular scenario many antennas on the cylindrical array do not “see” the users.

We next consider the scenario where the four users have NLOS conditions and are well separated. As shown in Fig. 6, the performance gain when performing adaptive antenna selection drops in the measured channels, compared to the previous scenario. The higher frequency selectivity due to NLOS conditions and the wider separation of users indeed reduce the effectiveness of antenna selection to some extent. Despite this, we still observe some gains in
Figure 5: Performance of adaptive antenna selection using the convex-optimization scheme, as compared to performance of random selection, in the LOS scenario where four users are closely located at MS 2. “ULA” and “UCA” stand for uniform linear array and uniform cylindrical array, respectively.
the measured channels, as compared to i.i.d. Rayleigh channels. At 40 RF transceivers, using adaptive antenna selection, we increase both the DPC capacity and ZF sum-rate by 10% for the linear array, and 20% for the cylindrical array, as compared to random selection. Correspondingly, to achieve 90% of the full MIMO performance, a slightly higher number of RF transceivers are needed in this scenario. For the linear array, we need 80 RF transceivers, while for the cylindrical array, we need around 60, with both DPC and ZF. Still, a large number of RF transceivers can be switched off in this scenario.

From Fig. 6, another important observation in this scenario is that by using adaptive antenna selection, the measured channels with both arrays achieve higher performance than i.i.d. Rayleigh channels, except for when nearly all transceivers are active. With random selection, i.i.d. Rayleigh channels give better average performance than the measured channels, also reported in [14]. However, by exploiting the large number of spatial degrees of freedom in the measured channels through adaptive antenna selection, the transmit energy is fed to those “best” antennas with relatively high channel gains and relatively low correlation between each other, thus performance increases. Compare with the LOS scenario in Fig. 5; there the measured channels cannot outperform i.i.d. Rayleigh channels. The reason is that the spatial separation is particularly difficult for the closely-spaced users under LOS, therefore, even with adaptive antenna selection, the performance in the measured channels cannot surpass that of i.i.d. channels. In the NLOS scenario, however, the channel correlation between the well-separated users is relatively low, as in i.i.d. Rayleigh channels, hence, by selecting the antennas with relatively high channel gains, the measured channels outperform i.i.d. Rayleigh channels. Especially for the cylindrical array, the performance is significantly improved, and is higher than that of the linear array, for a large range of active transceiver numbers. Thus, adaptive antenna selection provides an opportunity for the cylindrical array to achieve higher performance. Taking practical deployments into consideration, this small and compact array is preferable to the physically large linear array.

From the above evaluation, adaptive antenna selection is effective in both scenarios. We gain significantly not only in DPC sum-capacity, which is our antenna selection criterion, but also in the sum-rate obtained by more practical ZF precoding. With four users, we can switch off 50-60 RF transceivers for the linear array, and 70-80 RF transceivers for the cylindrical array, while only losing 10% of full MIMO performance. However, if more users are served, more antennas and transceivers are required to spatially separate users. In this case, since more antennas are contributing, can we still switch off many RF transceivers? Next we increase the number of users to sixteen ($K = 16$) and forty ($K = 40$), and investigate the corresponding antenna selection performance.
Figure 6: Performance of adaptive antenna selection using the convex-optimization scheme, as compared to performance of random selection, in the NLOS scenario where four users are well separated at MS 5-8. “ULA” and “UCA” stand for uniform linear array and uniform cylindrical array, respectively.
Sixteen and Forty Users, $K = 16$ and $K = 40$

Here we have sixteen or forty users distributed at MS 1-8. When $K = 16$, two users are at the same site with 5 m spacing. When $K = 40$, five users placed at each site with 0.5-2 m spacing. Users at different sites are spaced more than 10 m apart. Among these users, half have LOS conditions and half have NLOS conditions.

The antenna selection performance is shown in Fig. 7. The case of four users from Fig. 6 is also included for comparison. When the number of users increases, the DPC capacity increases. With ZF precoding, however, the sum-rate for more users can be lower, i.e., when the number of active transceivers is close to the number of users. For example, with 16 antennas, the sum-rate with 16 users is lower than with four users and with 40 antennas, the sum-rate for 40 users is also lower than with four users. This is due to high inter-user interference when the number of active antennas is not large enough to spatially separate the users. In this case, ZF has to waste a large amount of power on nulling the user interference. With more transceivers being switched on, user interference reduces and ZF sum-rate increases.

We now investigate how much we gain by adaptive antenna selection, as compared to random selection. If we draw a vertical line at 60 RF transceivers, we can see that for sixteen users and the linear array, we gain 6% with both DPC and ZF, while for the cylindrical array, we gain 14% and 17% with DPC and ZF, respectively. For forty users and the linear array, we gain 4% with both DPC and ZF, while for the cylindrical array, we gain 16% and 50% with DPC and ZF, respectively. With more users, we do not gain much by doing adaptive antenna selection for the linear array, however, for the cylindrical array, antenna selection helps significantly in improving the performance. With sixteen users, to reach 90% of full MIMO performance, the linear array needs more than 80 RF transceivers, while the cylindrical array needs more than 70. With forty users, 90 and 80 RF transceivers are needed for the linear and cylindrical arrays, respectively. Therefore, in the worst case, i.e., the linear array serving forty users, we can still switch off up to 40 RF transceivers.

In Fig. 7, we also observe that with adaptive antenna selection, the cylindrical array outperforms the linear array marginally for relatively small numbers of active RF transceivers, although linear array has better average performance in the case of random selection. With sixteen users, the cylindrical array achieves higher DPC capacity when less than 80 RF transceivers are switched on, while with forty users, the cylindrical array performs better with 40-60 active transceivers. Then, as the number of active transceivers increases, the linear array becomes more and more superior. The linear array can significantly gain from its high angular resolution, while the cylindrical array cannot.
This can be clearly seen in the case of 40 users, where the linear array has much higher DPC capacity and ZF sum-rate than the cylindrical array. These observations indicate that the compact cylindrical array can perform better for relatively small number of users, while for larger number of users, a physically large array is preferable. The explanation is that for relatively small numbers of well-separated users and active antennas, the received SNRs at the users are more important for the performance than user channel decorrelation. Hence, we gain by selecting the antennas with high channel gains on the cylindrical array, pointing in the “right” directions. This effect is even more pronounced at very low SNRs. However, for relatively large numbers of users and active antennas, or at high SNRs, decorrelation of user channels becomes more important for the performance than the received SNRs. In this case, we need the high angular resolution provided by the linear array to spatially separate the users.

From the above investigations for different propagation conditions and different number of users, we see that quite many RF transceivers can be switched
Table 1: The performance gain by performing antenna selection, as compared to random selection.

<table>
<thead>
<tr>
<th>No. of users</th>
<th>Scenario</th>
<th>Performance gain¹</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Linear array</td>
</tr>
<tr>
<td>4</td>
<td>Co-located, LOS</td>
<td>11-18%</td>
</tr>
<tr>
<td></td>
<td>Far apart, NLOS</td>
<td>10%</td>
</tr>
<tr>
<td>16</td>
<td>Mixed⁰</td>
<td>6%</td>
</tr>
<tr>
<td>40</td>
<td>Mixed⁰</td>
<td>4%</td>
</tr>
</tbody>
</table>

¹ The performance gain in terms of DPC and ZF sum-rates are at 40 RF transceivers for 4 users, and at 60 transceivers for 16 and 40 users.
² “Mixed” means that among the 16 or 40 users some are co-located at the same site, while users at different sites have large spacing. Half of the users are in LOS and half are in NLOS.

Table 2: The required number of RF transceivers to achieve 90% of full MIMO performance, with the convex-optimization selection scheme.

<table>
<thead>
<tr>
<th>No. of users</th>
<th>Scenario</th>
<th>No. of RF transceivers</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Linear array</td>
</tr>
<tr>
<td>4</td>
<td>Co-located, LOS</td>
<td>70</td>
</tr>
<tr>
<td></td>
<td>Far apart, NLOS</td>
<td>80</td>
</tr>
<tr>
<td>16</td>
<td>Mixed¹</td>
<td>80</td>
</tr>
<tr>
<td>40</td>
<td>Mixed¹</td>
<td>90</td>
</tr>
</tbody>
</table>

¹ “Mixed” means that among the 16 or 40 users some are co-located at the same site, while users at different sites have large spacing. Half of the users are in LOS and half are in NLOS.

off to save energy consumption and simplify massive MIMO systems, even when serving a relatively large number of users. Table 1 and Table 2 summarize the performance gain of adaptive antenna selection and the required number of RF transceivers to achieve 90% of full MIMO performance. Next, we use these antenna selection results based on convex optimization as a benchmark, and evaluate how well the simple power-based selection scheme performs.

6.2 Performance of Power-Based Antenna Selection

For spatial multiplexing in multi-user MIMO systems, the goal is to have separated data streams to different users, it is thus not optimal to use the signals from two highly-correlated antennas, even if both have high SNRs. To obtain optimal antenna combinations, there is a trade-off between antenna channel correlation and SNR, as what is done in the near-optimal convex-optimization selection scheme. In the power-based selection scheme, antenna correlation is not considered. The performance of this simple scheme thus depends on whether the antenna channels are highly correlated or not. In the scenario
where users are co-located with LOS, the correlation between antenna channels are higher, as compared to the NLOS scenario with well-separated users. We therefore expect the power-based scheme to work better in the latter case.

In Fig. 8, we show the performance loss by using the power-based selection scheme, relative to the performance of the convex-optimization scheme, in the two scenarios with four users, respectively. In the figure the vertical axis is the performance loss in DPC capacity or ZF sum-rate, and 100% loss means that the power-based scheme gives zero capacity/sum-rate, while a small loss, e.g., below 1%, indicates that the power-based scheme performs very close to the convex-optimization scheme. For co-located users with LOS, the performance losses in both DPC capacity and ZF sum-rate are quite high, when the number of RF transceivers is relatively small. However, the performance losses decrease as more RF transceivers are switched on. At around 70 RF transceivers, for both the linear and cylindrical arrays, the loss in DPC capacity goes below 1%. More RF transceivers, i.e., 90 have to be switched on to reduce the ZF sum-rate loss below 1%, for both arrays. For well-separated users with NLOS, as expected, the performance loss by using power-based scheme is much smaller, compared with the previous scenario. Already at 20 RF transceivers, the loss is below 1% in both DPC capacity and ZF sum-rate.

To better understand how the power-based scheme compares to the convex-optimization scheme, we compare the selected antenna indices when using the two schemes. Note that the selected antenna indices are presented for a single coherence interval, and the indices may change over time due to fading. The comparison is shown in Fig. 9 for both arrays, in the more “difficult” scenario where the four users are co-located with LOS. We can see why the power-based scheme performs worse for smaller number of active transceivers. With less than 60 RF transceivers, the antenna indices selected by the two schemes are quite distinct, for both arrays. With more RF transceivers, the difference becomes smaller and smaller, and eventually vanishes when all antennas are used.

We first focus on the differences on the linear array. Note that the shape of the selected antenna indices by the power-based scheme is similar to the power variation over the array shown in Fig. 1(c) where one user is at MS 2. The antennas at indices about 1-10, 40-50 and 80-110 are favored by the power-based scheme, due to the power contribution from the LOS component and the significant scatterers, as shown in Fig. 1(a). With about 20 to 60 active transceivers, the power-based scheme selects the neighboring antennas at index about 80-110 that have relatively high channel gain, while the convex-optimization scheme avoids selecting those neighboring ones at the same time due to their highly correlated channels. The convex-optimization scheme trades off between antenna correlation and channel gain, and selects the antennas at index around 40
Figure 8: Performance loss of the power-based antenna selection scheme, relative to the near-optimal convex-optimization scheme, in the scenarios where four users are closely located at MS 2 with LOS conditions, and four users are well separated at MS 5-8 with NLOS conditions.
Figure 9: Comparison of the selected antenna indices using the convex-optimization selection scheme and the power-based selection scheme, as the number of active RF transceivers grows from 4 to 128. Four users are closely located at MS 2 and all have LOS conditions.
and 120 instead. Considering the influence on capacity from the two selections, capacity increases logarithmically with SNR and linearly with the number of orthogonal spatial dimensions. At a relatively high SNR, it is preferable to select uncorrelated channels, which contribute to all spatial dimensions. This effect can be observed in the performance loss of the power-based scheme with the linear array in Fig. 8. Above 30 RF transceivers the performance loss starts to decrease rapidly. This is because the power-based scheme starts to select antennas with index around 40 that have lower correlation with those at index 80-110, and the performance of the power-based scheme is boosted. We can also explain why ZF precoding needs more active transceivers to have a performance loss below 1%. ZF precoding is more sensitive to user interference than DPC, and the power-based scheme first selects antennas with high channel gain but high correlation, which is not preferable for reducing the user interference.

The antenna indices on the cylindrical array are ordered from the bottom circle (the 1st circle) to the top circle (the 4th circle) on the array. In each circle, the first antenna is pointing north (up in Fig. 4), and the antenna indices are ordered counter-clockwise. In Fig. 9, the selected antenna indices clearly show the four-circle structure, as well as the dual polarization since every other antennas are selected first. On each circle, the antennas pointing in the direction of MS 2, where the users are located, are selected first by the power-based scheme. This is clearly seen when there are about 20-50 RF chains. However, these antennas are closely spaced in elevation and thus experience higher channel correlation. This effect can be observed in Fig. 8 with the cylindrical array, where the performance loss decreases slowly between 20 and 50 RF transceivers. Above 50 RF transceivers, the antennas pointing in other directions and with lower correlations start to be selected, therefore, the performance loss drops quickly.

We move on to the cases of more users, shown in Fig. 10. For sixteen users and both arrays, we need to switch on 60 transceivers to make the performance loss below 1%, with DPC. With ZF, more than 80 transceivers are needed. The fluctuations in the performance loss for the linear array can be explained by the fact that above 60 RF chains the power-based scheme starts to select antennas with lower correlations, thus the performance loss drops quickly then. Moving up to forty users, an even larger number of transceivers has to be switched on. With the linear array, about 70 and 90 transceivers can make the performance loss below 1% in DPC capacity and ZF sum-rate, respectively. With the cylindrical array, up to 100 transceivers are needed with DPC, while 120 are needed with ZF precoding. This indicates that we need almost all the transceivers with the cylindrical array, for forty users, when using ZF. If we accept a bit lower sum-rate by the power-based selection scheme, e.g., allowing 5% loss, we can reduce the required number of transceivers to 100.
Figure 10: Performance loss of the power-based antenna selection scheme, relative to the near-optimal convex-optimization scheme, in the cases of sixteen and forty users.
Table 3: The required number of RF transceivers, with the simple power-based selection scheme and practical ZF precoding.

<table>
<thead>
<tr>
<th>No. of users</th>
<th>Scenario</th>
<th>Linear array</th>
<th>Cylindrical array</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>Co-located, LOS</td>
<td>90</td>
<td>90</td>
</tr>
<tr>
<td></td>
<td>Far apart, NLOS</td>
<td>80</td>
<td>60</td>
</tr>
<tr>
<td>16</td>
<td>Mixed¹</td>
<td>80</td>
<td>80</td>
</tr>
<tr>
<td>40</td>
<td>Mixed¹</td>
<td>90</td>
<td>120</td>
</tr>
</tbody>
</table>

¹ “Mixed” means that among the 16 or 40 users some are co-located at the same site, while users at different sites have large spacing. Half of the users are in LOS and half are in NLOS.

In Fig. 11, we show the difference in antenna indices selected by the two schemes, when there are 40 users. Again, the selected antenna indices are presented for a single coherence interval. For the linear array, the power-based scheme selects the antennas at index 1-60 due to high channel gain, while the convex-optimization scheme selects some antennas at index around 100 instead so that high antenna correlation can be avoided. When more than 70 transceivers are switched on, the power-based scheme starts to select antennas at index around 100, the performance gap between the two schemes drops below 1%, as shown in Fig. 10.

For the cylindrical array, the difference in the selected antenna indices is significant. The power-based scheme first selects antennas facing the user directions on each circle, however, those antennas have high correlation due to their small separation in both azimuth and elevation. The convex-optimization scheme tries to split them and selects antennas on the 1st and 4th circles instead, although some of the antennas are not pointing in the user directions. Due to the large number of users in this case, the power-based scheme needs more antennas to spatially separate the users and achieve performance close to the convex-optimization scheme, especially with ZF.

From all above observations, the power-based selection scheme gives very competitive results. Only in those “difficult” scenarios, such as closely-spaced users with LOS, and a relatively high number of users served by the cylindrical array, we need more antennas and transceivers to achieve performance close to the convex-optimization scheme. To summarize, Table 3 lists the number of required RF transceivers that achieves 90% of full MIMO performance, when using the simple power-based selection scheme and practical ZF precoding. From there, we see that generally a large number of RF transceivers can be switched off. This opens up an opportunity to apply this simple antenna selection scheme in massive MIMO.

The impact of SNR on antenna selection should be mentioned here. At very
Figure 11: Comparison of the selected antenna indices using the convex-optimization selection scheme and the power-based selection scheme, as the number of active RF transceivers grows from 40 to 128. Forty users are distributed at MS 1-8.
low SNRs, it is more preferable to select antennas with high channel gains so that array gain can be achieved to boost the capacity, while at high SNRs, better user separation is more important for spatial multiplexing. Therefore, more RF transceivers should be switched on at very low SNRs than at higher SNRs. However, considering hardware power consumption, more active transceivers may decrease the overall energy efficiency of massive MIMO. It would be interesting to measure hardware power consumption at the base station, and investigate optimal amount of transmit power and optimal number of active transceivers that maximizes energy efficiency; however this has to be left for future work.

7 Summary and Conclusions

Unlike the situation in i.i.d. Rayleigh channels, where all antennas contribute equally, in real propagation channels, large-scale fading over the arrays or differences in antenna patterns, makes some antennas contribute more than others. Using channels measured at 2.6 GHz with a linear array with omni-directional elements and a cylindrical array with patch elements, we have illustrated that a significant performance gain can be achieved by performing adaptive antenna selection, as compared to random selection. A substantial number of RF transceiver chains can be turned off without a significant performance loss. Antenna selection based on a convex-optimization scheme gives near-optimal performance, however, a very simple selection scheme that is only based on received signal power measurements at each antenna also gives very competitive results.

The overall conclusion from our work is that antenna selection may be effectively used to reduce the implementation complexity, cost and hardware energy consumption of massive MIMO systems. The difference in characteristics between theoretical i.i.d. Rayleigh and real propagation channels also underlines the importance of developing new channel models for massive MIMO.
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