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Context: The amount of software in solutions provided in various domains is continuously growing. These solutions are a mix of hardware and software solutions, often referred to as software-intensive systems. Companies seek to improve the software development process to avoid delays or cost overruns related to the software development.

Objective: The overall goal of this thesis is to improve the software development/building process to provide timely, high quality and cost efficient solutions. The objective is to select the origin of the components (in-house, outsource, components off-the-shelf (COTS) or open source software (OSS)) that facilitates the improvement. The system can be built of components from one origin or a combination of two or more (or even all) origins. Selecting a proper origin for a component is important to get the most out of a component and to optimize the development.

Method: It is necessary to investigate the component origins to make decisions to select among different origins. We conducted a case study to explore the existing challenges in software development. The next step was to identify factors that influence the choice to select among different component origins through a systematic literature review using a snowballing (SB) strategy and a database (DB) search. Furthermore, a Bayesian synthesis process is proposed to integrate the evidence from literature into practice.

Results: The results of this thesis indicate that the context of software-intensive systems such as domain regulations hinder the software development improvement. In addition to in-house development, alternative component origins (outsourcing, COTS, and OSS) are being used for software development. Several factors such as time, cost and license implications influence the selection of component origins. Solutions have been proposed to support the decision-making. However, these solutions consider only a subset of factors identified in the literature.
Conclusions: Each component origin has some advantages and disadvantages. Depending on the scenario, one component origin is more suitable than the others. It is important to investigate the different scenarios and suitability of the component origins, which is recognized as future work of this thesis. In addition, the future work is aimed at providing models to support the decision-making process.
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**ACRONYMS**

**CBSE**  Components-based software engineering

**COTS**  components off-the-shelf
<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>OSS</td>
<td>open source software</td>
</tr>
<tr>
<td>SB</td>
<td>snowballing</td>
</tr>
<tr>
<td>FSB</td>
<td>forward Snowballing</td>
</tr>
<tr>
<td>BSB</td>
<td>backward Snowballing</td>
</tr>
<tr>
<td>DB</td>
<td>database</td>
</tr>
</tbody>
</table>
INTRODUCTION

1 OVERVIEW

The use of software is becoming more and more common in solutions provided by different domains such as automotive, automation, health and telecommunication. Systems that consist of large amounts of software that provides value to its users are referred to as software-intensive systems. Companies are constantly seeking to improve the software development/building process to gain profit and competitive advantage. The improvements are usually aimed to provide timely, high quality and cost efficient solutions.

Components-based software engineering (CBSE) is known to increase productivity, save costs, increase quality and reusability [105]. CBSE promotes the development for reuse and building from existing software components [105]. Different alternatives to in-house development such as outsourcing [59], adopting COTS [11] and OSS [39] components are gaining popularity. The different alternatives are referred to as component origins.

Like any other technology or process, no component origin is universally good or universally bad, some component origins are more appropriate than others based on the context of the projects and the organizations. Therefore, it is important to understand how the component origins are traded-off, i.e. what criteria are used to select the component origins in which context using what process, techniques or tools. It is also important to understand the challenges of developing software-intensive systems. Knowing the limitations or shortcomings of in-house development for software-intensive systems will help the decision-makers to evaluate if the existing challenges of in-house development can be mitigated by considering the alternative component origins.

The overall research goal is to provide a decision-support system for selecting component origins. Figure 1 depicts the focus of this
thesis to explore the challenges in in-house development and the trade-off between the different component origins.

We begin by exploring the in-house development environment through a case study [115]. Five software-intensive large-scale agile projects from different domains are investigated. The investigation allowed to identify challenges that lead to productivity issues and delays in software-intensive systems (Chapter 2).

After understanding the limitations of in-house development, we investigate the alternatives to in-house development. The objective is to explore how the decision to choose the component origin is made. To understand the existing research on decision-making to choose the component origin, we conducted a systematic literature review (Chapter 3).

The main findings of the review are a list of criteria used to choose a component origin. The review also allowed us to investigate the existing solutions to address the decision-making process for component origin selection. The systematic literature review was conducted using DB search and SB, we reported our experiences on the reliability and efficiency of the SB method in comparison to the DB search (Chapter 4).

Through the systematic literature review, we identified a number of important criteria that might influence the decision to choose a component origin. The next step is to integrate the data collected
from literature with the practitioners’ opinions so that they can use the information in their decisions. We wanted a systematic approach to integrate the data collected from literature and the practitioners’ opinions. This lead us to design a synthesis approach that integrated the literature results and practitioners opinion (Chapter 5).

2 BACKGROUND

This section provides background information of the concepts that are mentioned in the chapters.

Component-based software development: Component-based software development is defined as follows: "The primary role of component-based software engineering is to address the development of systems as an assembly of parts (components), the development of parts as reusable entities, and the maintenance and upgrading of systems by customizing and replacing such parts" [25]. The different parts (components) can be either developed in-house, outsourced or obtained as external components (COTS or OSS).

Component Origin: The different options to get components from are called component origins. The description of each development option is as follows:

- **In-house**: This option is the most straightforward. It involves the development of the software component within the company. It also includes offshoring where the software component is developed within the same company however, in a different location.

- **Outsourcing**: The development of the software component is outsourced to another company often called supplier or vendor. The requirements for the development are provided by the company outsourcing the development.

- **OSS** [44, 65]: It refers to "open source". The OSS components are available for free and the component is provided along with the source code. These components are pre-built and the requirements for building these components are derived from several factors such as developer’s interest or sometimes even the market trend.
• **COTS** [11, 74]: It refers to "components off-the-shelf". These components like the OSS components are pre-built however, they are not free and often source code is not provided along with the components. The COTS components are mainly driven by the market trend.

**Decision to choose component origin [113]:** In this thesis the decision-making is on the strategic level, i.e. to choose a component origin. Such decisions are often derived by some goal such as: improving the software development process or return of investment. The decisions are based on criteria such as quality, time and cost. The decision-making process requires different models to estimate the criteria values such as the cost to buy/build the component, or the time it takes to build, integrate and test the component. The decision-making process involves decision-makers from different roles, these roles might have different expertise in terms background and responsibility and different contributions such as decision initiator, supporter and decider.

### 3 Contribution and Research Gaps

The contributions of this thesis are as mentioned in the below sections.

#### 3.1 Chapter 2

One possible way to produce more with high quality in less time and cost is to use agile methodologies [3]. Studies have reported positive relationship between productivity and the use of agile methods [14]. One of the agile principles promotes continuous delivery of valuable software [3]. However, when the software has hardware dependencies, it is not always feasible to delivery working software frequently.

**Research gap 1:** There is no study conducted to better understand the challenges in in-house development for software-intensive systems. Hence, we conducted a case study to address the identified gap.

This leads us to the objective as follows:
Objective 1: To explore context, practices, challenges and impacts of software-intensive development projects.

3.2 Chapter 3

The context of software-intensive systems imposes limitations in software development improvements. However, utilizing alternative component origins such as external components might contribute in the improvement. For example, the pressure to develop faster due to market competitiveness is identified as a challenge in in-house development (Chapter 2). COTS and OSS are known to be viable options when time to market is a criterion [65]. The constant requirement changes might result in a lot of wasted development effort (Chapter 2), which can be minimized when the right external components are used in particular OSS components as no additional purchasing costs are involved [18, 65, 94]. Understanding complex requirements can be challenging and time consuming (Chapter 2). The developers prefer to use pre-built components such as OSS libraries when the task complexity is high to improve productivity [104]. Using pre-built COTS and OSS components may improve productivity by reducing development effort [65]. Although, using COTS is beneficial when time to market is critical, the time to test and integrate COTS components can be greater than the in-house development effort [40]. This indicates that one option is not always best for all possible scenarios. It is important to know how decisions are made and what criteria are used to select the component origins.

Research gap 2: Primary studies on selection between the component origins have been conducted, however this evidence has not been aggregated and interpreted so far.

Hence, this leads us to our next objective, which is:

Objective 2: To identify factors that could influence the decision to choose among different component origins and solutions for decision-making in the literature.
3.3 Chapter 4

We used SB as the main search strategy to conduct the systematic literature review in Chapter 3.

**Research gap 3:** In software engineering there are fewer studies that use SB as compared to a DB search strategy for searching for primary studies. The potential of SB in terms of its efficiency and reliability in finding the primary studies is not fully understood.

Hence, this leads us to our next objective, which is:

**Objective 3:** To find efficient and reliable search strategies.

3.4 Chapter 5

After aggregating and interpreting evidence from the literature (Chapter 3), we had the results of how the decisions for component selection was made. The next step is to make the evidence available to practitioners in a way that allows practitioners to integrate the evidence from literature into their decisions.

**Research gap 4:** None of the synthesis methods in software engineering research is primarily designed to transfer evidence from literature into practice by taking the experience of practitioners into account.

Therefore, our next objective is –

**Objective 4:** To improve the methodological support for research problems to integrate evidence from literature and practitioners knowledge.

3.5 Research questions

Research questions help us address the research objectives and gaps. The research questions in this thesis are formulated based on the objectives and the research gaps. Four main research questions are formulated which are further divided into sub-research questions. The research questions addressed in the thesis and their mapping to the objectives and research gaps are as shown in Figure 2. Note that the diagram shows the key research questions only, the further sub-questions are mentioned in the individual chapters.
The goals and chapters of the thesis are represented by the circles and blocks respectively in Figure 2. The blocks within each chapter represent the objective and research questions for each chapter, whereas the arrows within the blocks show the connection between the sub-research questions that answer the main research question and the objective. The arrows outside the blocks represent the connection between the Chapters and goals, the connections are labelled accordingly.
The results from Chapters 2 and 3 address goal 1. In addition, Chapter 2 contributes to Chapter 3. The results from Chapter 2 were discussed along with the results of Chapter 3.

Goal 2 is formulated to support goal 1 and is addressed by Chapters 4 and 5. As mentioned earlier the reflections on the methodology used in Chapter 3 are reported in Chapter 4. Chapter 5, contributes to Chapter 3 by providing methodological support to transfer the results from Chapter 3 to practitioners. Overall goal 2 provides methodological support required to address goal 1.

4 RESEARCH METHODOLOGY

Research methods help answering research questions in a systematic and repeatable way. The rigor of research methods not only allow a thorough investigation of a phenomenon but also allow the users/readers to trust and rely on the results. The research methods used in this thesis are: Systematic literature review and case study.

A brief summary of the research methods and their application to the chapters is provided in the following sections.

4.1 Case study (Chapter 2)

Case study is regarded as a suitable research method for software engineering research as it is hard to study a phenomenon in isolation. A case study allows to investigate the phenomenon in its real-life context. The steps involved in case study research are listed and summarized by Runeson and Höst [90] as follows:

1. Case study design: The objectives of the study are defined and the case study is planned based on the objective and research questions. The plan includes details about the case to be studied, the data collection method to be used, and the selection strategy to be used.

2. Preparation for data collection: The procedures and protocol for data collection are defined in this step. The protocol includes details such as: what questions should be asked?
3. Collecting evidence: The data collection is performed to collect evidence.

4. Analysis of collected data: The collected data is analyzed using different analysis methods that suits the collected data.

5. Reporting: The results of the analyzed data are reported. The report should include an elaborate description of the research work and details of the conclusions such as the context they affect.

Case study is used in Chapter 2 to identify the challenges in in-house development of software-intensive systems. Five software-intensive systems were investigated. Fourteen practitioners with different roles involved in the software development were interviewed. Semi-structured interviews were conducted using open-ended questionnaire to collect the data. In addition, the company’s standard process documents were reviewed and the first author participated in the project meetings which allowed to triangulate the collected data. The interviews were analyzed using grounded theory. We used the steps in grounded theory to structure and organize the interview data. The data collection and analysis were conducted in parallel. Which means that after conducting one interview, the interview was transcribed and coded. Based on which the follow-up questions for the next interviews was identified.

4.2 Systematic literature review (Chapters 3 and 4)

Systematic literature reviews are used to aggregate and interpret the evidence through a scientific and repeatable process. It mainly includes the following steps:

1. Study identification. This step includes searching and selecting the primary studies. Mainly two search strategies are used in software engineering: DB search and SB. The primary studies are selected from the search results based on defined inclusion/exclusion criteria.

2. Data extraction. In this step the data from primary studies is extracted in an explicit and consistent way. Data extraction
forms are used to extract data. The design of the extraction forms is driven by the research questions.

3. Quality assessment. The quality of the primary studies is assessed in this step. The assessment is based on rigor and relevance of the primary studies.

4. Analysis. The data from the primary studies is analyzed in this step. Analysis methods such as thematic analysis or narrative analysis are commonly used to analyze data from qualitative studies. Whereas meta-analysis is commonly used to analyze data from quantitative studies.

Chapter 3: In chapter 3, a systematic literature review was conducted to identify factors that could influence the decision to choose among different component origins and solutions for decision-making in the literature. We used SB search strategy using the guidelines in [111] to search for primary studies and DB search using the guidelines in [56] was used to validate and ensure the completeness of the search process. A data extraction form was used to extract data. The quality of the primary studies was evaluated using the rigor and relevance criteria defined in the guidelines proposed in [47]. Thematic analysis using the guideline in [26] was used to analyze the results of the primary studies.

Chapter 4: In Chapter 4, reflections of conducting a systematic literature review using two different search strategies: SB and DB search are reported.

5 OVERVIEW OF THE CHAPTERS

In this section, an overview of the chapters is provided. The overview includes the objective of the chapter, the methods used to achieve the objective and a description of main findings.

5.1 Chapter 2: Perspectives on productivity and delays in large-scale agile projects

The software development process is constantly evolving; methods, process and models supporting software development are used to
improve the software development process. Agile methodologies are such examples that are used to improve the software development process. However, the agile methodologies are implemented in projects contexts that are not consistent with agile principles. The objective of this chapter is to explore context, practices, challenges and impacts of software-intensive development projects.

An exploratory multi-case study is conducted to identify the challenges and impacts of developing software-intensive systems. The employee experiences were collected to identify areas of improvement in the software development practices. The description of the research method used in this chapter is briefly described in Section 4 and detailed description along with the validity threats considered is provided in Chapter 2.

The main findings of this chapter are challenges that affected software development, causes of the challenges and the impact of the challenges on different roles. The identified challenges are related to requirements (creation, understandability, selection, estimation and stability), time-to-market, testing (completeness and infrastructure), collaboration (communication, decision-making, team dynamics and team stability), domain knowledge and product repository. The causes of these challenges are due to project complexity, product characteristics, distributed teams and domain knowledge limitations. The challenges had an impact on planning, shared understanding, coordination, capacity and software quality assurance.

5.2 Chapter 3: Software component decision-making: in-house, OSS, COTS or outsourcing - A systematic literature review

Four widely used component origins are COTS, OSS, outsource and in-house development. Decision-makers make decisions on choosing a component origin for developing a component/s. The objective of this chapter is to present results from the literature interpreting the factors that influence such decisions and the existing solutions supporting the decisions.

A systematic literature review is conducted to identify primary studies. A total of twenty four primary studies were identified. The details of the review protocol are reported briefly in Section 4.2 and in detail in Chapter 2.
Eleven factors that have an influence on the decision to choose among different component origins were identified. The factors are: Time, cost, effort, market trend, source code availability, technical support, license, integration, requirement, maintenance and quality. Most of the primary studies considered two component origins in the decision. The decision between in-house vs. COTS and COTS vs. OSS were the most researched decisions. The solution models proposed in the literature are based on optimization techniques. The criteria considered in the solutions models are time, cost and reliability.

5.3 Chapter 4: Experiences from using snowballing and database searches in systematic literature studies

Systematic literature reviews are ways to aggregate and interpret findings from primary studies. DB search is commonly used for searching the primary studies in software engineering. It is recommended to use SB after DB search to find additional papers. There are few studies that use SB as the main or only method. The effort required in terms of the number of papers to be reviewed to find the primary papers (efficiency) and the capability to find all relevant papers (reliability) might raise some concerns. Therefore, the objective of this chapter is to find efficient and reliable search strategies. A brief summary of the results are provided below and the detailed description is reported in Chapter 4.

The main findings of this chapter are that DB search and SB search are comparable. More papers were reviewed using SB in comparison to the DB search. However, most papers were either duplicates, gray literature or non-English papers which were easy to exclude based on the title. In DB search, such entries can be automatically removed using DB search engines. The total number of abstracts reviewed using DB search and SB were approximately the same. The SB strategy identified 83% of the papers, while DB search identified 46% of the papers and 29% of the papers were commonly found by both DB search and SB. Hence, it can be concluded that SB strategy was efficient and reliable for searching the primary studies to achieve the objective in Chapter 3.
5.4 Chapter 5: Bayesian synthesis in software engineering: Method and illustration

Often the aim of software engineering is to identify or produce best practices, processes, tools and methods. It is important that the best practices are made available to practitioners. Evidence-based software engineering practice encourages integrating practitioner opinions with evidence from literature. This is done to use the evidence from literature and to adapt it to the practitioners’ context using the practitioners’ and/or researchers’ knowledge and experience. We propose the use of Bayesian synthesis to systematize the integration of evidence from literature and practitioners’ subjective opinion. This contributes towards decision-making, as most decisions are based on subjective opinions.

Bayesian synthesis can be summarized in three steps:

- Prior probability: Prior probability is formulated by collecting subjective opinions from practitioners and/or researchers.
- Likelihood: The likelihood is a summary of evidence from literature.
- Posterior probability: Posterior probability is formulated when prior probability and likelihood is combined.

The detailed process to conduct Bayesian synthesis is reported in Chapter 5 along with examples from software engineering research.

6 Conclusions and future work

The overall goal of this thesis is to contribute to the improvement of the software development process to provide timely, high quality and cost efficient solutions. To address this goal we consider the use of different component origins. The methods used in this thesis are case study and systematic literature review. The case study research method is used to identify the challenges of developing software-intensive systems (Chapter 2). The criteria and solutions used to choose between different component origins are identified through a systematic literature review (Chapter 3) and the experiences of conducting the systematic literature review are reported in Chapter
4. A method to integrate the results from literature into practice is proposed in Chapter 5.

The results from Chapter 2 indicate that the context of software-intensive might hinder software development improvement. Some of the hindrances identified were regulations imposed by the domain. In Chapter 3 we investigated alternative component origins (COTS, OSS and outsource) to build software-intensive systems. The results indicate that the decision is not only between internal (in-house) and external component origins (COTS, OSS and outsource), the decision between the external components (e.g. COTS vs. OSS) is also considered in the primary studies. However, it might be the case that the decision between internal and external was taken first before the decision between the external components (e.g. COTS vs. OSS) is considered.

Figure 3: Thesis future work

It is important to note that the use of alternative component origins such as, outsourcing, COTS and OSS are not the complete solutions to mitigate all the challenges of in-house development, rather some component origins are more beneficial than others in certain scenarios. A deeper investigation of the context or scenarios was not possible as the primary studies did not report sufficient details of
the context. In addition, it was not possible to explore the perspectives of all the stakeholders involved in the decision. None of the primary studies focused on the perspective of different stakeholders involved in the decision. To address these limitations a case study is planned to investigate the decision-making process in its real-life context (software-intensive systems). The results from the case study, along with the evidence from the literature will be integrated using the Bayesian synthesis model proposed in Chapter 5. The future work based on this thesis is depicted in Figure 3. The boxes with dotted lines represent future work.

Proposing a solution to support decision-making is also part of future work. The solution will focus on criteria and estimation models to estimate outcomes of the criteria.
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ABSTRACT

Context: The amount of software in solutions provided in various domains is continuously growing. These solutions are a mix of hardware and software solutions, often referred to as software-intensive systems. Companies seek to improve the software development process to avoid delays or cost overruns related to the software development.

Objective: The overall goal of this thesis is to improve the software development/building process to provide timely, high quality and cost efficient solutions. The objective is to select the origin of the components (in-house, outsource, components off-the-shelf (COTS) or open source software (OSS)) that facilitates the improvement. The system can be built of components from one origin or a combination of two or more (or even all) origins. Selecting a proper origin for a component is important to get the most out of a component and to optimize the development.

Method: It is necessary to investigate the component origins to make decisions to select among different origins. We conducted a case study to explore the existing challenges in software development. The next step was to identify factors that influence the choice to select among different component origins through a systematic literature review using a snowballing (SB) strategy and a database (DB) search. Furthermore, a Bayesian synthesis process is proposed to integrate the evidence from literature into practice.

Results: The results of this thesis indicate that the context of software-intensive systems such as domain regulations hinder the software development improvement. In addition to in-house development, alternative component origins (outsourcing, COTS, and OSS) are being used for software development. Several factors such as time, cost and license implications influence the selection of component origins. Solutions have been proposed to support the decision-making. However, these solutions consider only a subset of factors identified in the literature.

Conclusions: Each component origin has some advantages and disadvantages. Depending on the scenario, one component origin is more suitable than the others. It is important to investigate the different scenarios and suitability of the component origins, which is recognized as future work of this thesis. In addition, the future work is aimed at providing models to support the decision-making process.

Keywords: Component-based software development, component origin, decision-making, snowballing, database search, Bayesian synthesis.